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Abstract 

Periodic Broadcast techniques rely on the 
server streams sharing for scalable delivery of 
popular videos. With constant endeavors, several 
recent studies indicate the server bandwidth 
utilization can be optimized by the contrived 
segmentation on each media title. Essentially, a 
media file needs to be fragmented into numerous 
smaller segments of precise lengths. This pre-
requisite is, however, hard to meet in realistic 
packet-switching networks. Even if a segment 
can be sized roughly in a few bytes, the inevita-
ble overhead of more induced packet headers 
becomes significant to deteriorate the bandwidth 
efficiency. In this paper, we propose a novel 
broadcast design to preserve the effective band-
width with no compromise of the original ser-
vice scalability. Our new design elegantly con-
trols the effect of the overhead on the bandwidth 
efficiency by only fragmenting the first segment. 
The latter segments are kept in the constant size 
as the full-sized packets. As a result, the pro-
posed scheme can avoid the performance dete-
rioration due to the induced overhead of seg-
mentation, while accommodate the available 
server capacity to reduce the service latency. The 
performance study indicates our new scheme is 
constantly better than the existing competitors 
with all possible design options for the delivery 
of low bit-rate media streams. 

Keywords: Periodic Broadcast, Audio Stream-
ing, Scalability, Efficiency. 

1. Introduction 

Media streaming is emerging as an increas-
ingly popular content distribution approach for a 
number of existing and future Internet applica-
tions. Periodic Broadcast techniques are one of 
many such examples [1-4, 6-11, 14-22]. In this 
paradigm, each media, such video or audio, of 
length L min. is typically divided into k seg-
ments, s1, s2, … , sk. Each si is periodically 

broadcast (or multicast) on the designated chan-
nel ci (e.g., multicast group.) According to si’s 
size |si| and ci’s capacity |ci|, the packets deliver-
ing si are repeatedly sent on ci with a broadcast 
period proportional to the ratio of |si| / |ci|. To 
support the continuous playback, every broad-
cast scheme elaborates all the broadcast periods 
to enable a client arriving at an arbitrary time 
point to receive each segment no later than its 
consumption.  

Theoretically, in Juhn and Tseng’s EHB [10] 
or Pâris, Carter and Long’s PHB [16], each seg-
ment can be made as small as the MTU (maxi-
mum transmission unit) of the underlying net-
works. Suppose the packet payload is p bytes 
and the media playback rate is b Mbps. Then, k 

can be determined as 
660 10

8
bL

p   , and si needs to 

be received no later than t = 6
8

10
p
b

sec after the 

playback of si-1. If the initial delay is d units of t 
sec, there will be d+i-1 units for a client upon 
arrival to complete receiving si on ci. Conse-
quently, its channel capacity should be at least 

( 1
b

d i )+ − Mbps. The total server bandwidth re-
quirement B can be computed as 

( 1d i )1

k b
i + −=∑ 1( d k db H H+ − −1)= −  Mbps, where Hn 

is the nth harmonic number [9, 16, 23]. A larger 
value of d will reduce B, as shown in Xu’s UEP 
[23]. Particularly, for a fixed product of d⋅t, low-
ering p will also reduce B [10, 16] since halving 
p will double k and halve t, and thus double d. 
New B’= b(H2d+2k-1 – 
H2d-1)=b[ 1 1

2 2 1( )d d++ +…+ 1 1
2 2 2 1( )d k d k+ − + −+2 2 ] < 

b[ 1( )d +…+ 1
1( )d k+ −

]= b(Hd+k-1–Hd-1)=B. The ad-
vantage of using smaller segments and highly 
précised channel capacity inspires other alterna-
tive new designs. Hu’s GEBB [5] chose an op-
timal ratio r+1= 1Lk

dt + for |si|/|si-1| and an 

equal-capacity design |ci|=|ci-1|=r⋅b. The total 
bandwidth B=kb( 1Lk

dt + -1) improves as k grows. 
As an example, given L

d t⋅ =120, r is reduced 
from .615 to .0491 and .004807 as k grows from 
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10 to 100 and 1000. B improves from 6.15b to 
4.91b and 4.807b, respectively. The result sug-
gests an infinitely large value of k for optimiza-
tion. Likewise, Mahanti, et al.’s RPB [13] em-
ploys a fragmentation scheme for a specified 
segment streaming rate r⋅b and requires clients to 
receive only n out of totally k channels concur-
rently. The segment size is recursively derived 
from the following formula: 
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(1) 
If n is chosen as k, RPB is exactly the same as 
GEBB. Otherwise, the client bandwidth re-
quirement can be reduced from B=krb Mbps to 
C=nrb Mbps. For clear illustration, we plot the 
latency reduction capability of these schemes in 
Fig. 1 with earlier designs, where L=120, b=1.5. 
Both SB (Striping Broadcast) [20] and FB (Fast 
data Broadcast) [11] use r=1, but their client 
bandwidth requirements differ: C=nb=3b in SB, 
while C=kb=B in FB, as indicated by a start (*) 
in parentheses. Moreover, HB (Harmonic 
Broadcast) [9] uses d=1, while EHB (Enhanced 
Harmonic Broadcast) [10] and PHB 
(Poly-Harmonic Broadcast) [16] both set their 
parameter d=4 and 1024. Their performance 
curves are also shown for distinction. Clearly, a 
larger d will boost the performance to reach the 
theoretical limit, which can be achieved also by 
UEP, RPB with r= 1

1024 , n=k, and GEBB with 
k=1000 or more. As B increases, the initial ser-
vice latency can be reduced exponentially in all 
the designs. 

The theoretical optimization is built atop 
the assumption that the segments can be made 
indefinitely tiny, and even fractional values of 

segment sizes in bytes are feasible. However, 
this indispensable prerequisite is hard to meet in 
realistic networking environments, particularly 
for delivering low bit-rate media streams. To 
materialize the idea for audio or voice streaming 
over IP networks, the packet header overhead 
will likely pile up an insurmountable barrier. For 
instance, a three-minute speech of 5 kbps, en-
coded in G. 723.1 [12], will expect an incoming 
packet with payload p=1468 bytes every 
1468 8

5 1024 0.29⋅
⋅ sec. Using RPB with r= 1

1024  
may lead to 2-byte-payload packets per 3.13 ms 
(or full-sized packet delivery per 2348.8 sec, 
which will not be an option). Appreciably, the 
strategy to use very small segments on 
low-capacity channels does not work. Con-
versely, over-segmentation to enable a larger k 
value in broadcast designs induces severe deg-
radation of server bandwidth efficiency. For 
comparison, we show the performance curves of 
the schemes with and without taking the packet 
overheads into consideration in Fig. 2. The left 
plot, similar to Fig. 1, presents theoretical pre-
diction without considering the overhead. In-
cluded with the overhead, those designs that 
choose smaller segments perform even worse 
than the simplest design, HB, as shown in the 
right plot of Fig. 2. Such counter-intuition find-
ings reveal a new challenge for the delivery of 
low bit-rate audio or voice streams using Peri-
odic Broadcast design. Indeed, the deployment 
of any broadcast scheme cannot disregard the 
physical constraints of the underlying networks. 
In this paper, we investigate the induced over-
head of segmentation and develop a new broad-
cast scheme to preserve the server bandwidth 
efficiency. In particular, the proposed design also 
considers the limitation of client bandwidth ca-
pacity. Our idea is very simple. However, the 
new scheme constantly outperforms the existing 
competitors with all possible design options for 
the delivery of low bit-rate media streams. 

 The rest of the paper is organized as fol-
lows. We introduce the proposed broadcast 
scheme to minimize the overhead of the seg-
mentation in Section 2. Section 3 presents the 
performance study. Finally, we give our con-
cluding remarks in Section 4. 

2. The Proposed Solution 

In presence of the packetization overhead, 
any broadcast design cannot arbitrarily fragment 
the media file into an indefinitely number of 
small segments. Fig.  shows PHB with d = 
1024 indeed performs much more poorly than 
PHB with d = 4, which in turn is inferior to PHB 
with d = 1, namely, HB. Likewise, RPB with r = 

1
1024  is a worse option than RPB with r = 1

4 . 
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This is a contradictory result to the concept that 
leads PHB and RPB to reach the theoretical op-
timization in latency reduction performance. 
However, HB is not immune from the problem, 
either. As the server bandwidth B increases, HB 
also leads to numerous segments of very small 
size. To overcome this problem, the broadcast 
design should employ as many full-sized packets 
as possible. The proposed solution mainly takes 
advantage of this approach. 

We first fragment the media file into a set 
of m segments, whose sizes are all equal to the 
packet payload p bytes according to the con-
straints of the underlying networks. Each seg-
ment is designated by its corresponding multi-
cast channel for transmission. We denote T as 
the time span between two consecutive segments 
to stream the media file at its playback rate b. 
That is, p

b=T . If the server capacity cannot 
sustain the latency d in our design to be less than 
T, we reduce the capacity of channels so as to 
reduce the bandwidth demand. Surely, d will be 
equal to or greater than T. Otherwise, we only 
fragment the first segment into two segments of 
equal size to make use of this available server 
capacity. Additional channel is configured to 
serve the first of two small segments, while the 
original channel is used to serve the second. 
Since new segments are smaller, the latency can 
be improved by utilizing the extra server capac-
ity. We keep this process to repeatedly dichoto-
mize only the very first segment to accommo-
date the server bandwidth. The inevitable seg-
mentation overhead can be thus confined within 
the leading segments. The last m-1 segments are 
kept intact. 

Formally, we specify our design by the fol-
lowing mathematic formulation. Each segment si 
is associated with the three parameters: the size 
|si|, the receiving start time vi, and the receiving 
finish time ui. These three parameters are used to 

derive the capacity of the channel ci. Since si is 
necessarily broadcast on ci at a period of ui – vi, 
the channel capacity |ci| can be computed as 

Fig. 2: Effect of packet overheads on broadcast schemes for a 3-min. speech of 5 kbps. 
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The total bandwidth requirement of our design is 
subject to the following constraint: 

1
: the available server bandwidth capacity.m

ii
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These parameters, |si|, vi, and ui, are deter-
mined dependent on whether the client band-
width or processing capacity C is limited or not. 

 C B= : For clients with unlimited capac-
ity, all the segments can be received upon 
the arrival of a client. The server band-
width capacity in serving the media is the 
same as the client bandwidth capacity. 

In this situation, we first check if B is 
large enough to make the latency d less 
than T, the time span between two con-
secutive segments to stream the media file 
at its playback rate b: 

( )1 1

Header_size
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Header_size
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(4) 
If the inequality fails, there is no need 

to further refine the segments since the 
over-segmentation would only induce 
more headers, rendering higher bandwidth 
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demand. Consequently, our design config-
ures m channels out of the available server 
bandwidth. The capacity of ci to serve si is 
determined as follows: 
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(5) 
We first determine the minimum value of 
the latency in multiples of T under the 
available server bandwidth B. Then, |ci| is 
computed in presence of the packet head 
overhead. Fig. 3 illustrates an example for 
the playback schedule of some client. Due 
to the scarcity of server bandwidth, this 
client needs to wait longer, namely for the 
latency d, to start the playback in spite of 
all these m segments being received since 
arrival. Every segment is sent in terms of a 
full-sized packet. 

If the testing in Eqn. (4) holds, we 
repeatedly fragment the very first segment 
into two segments of equal size right be-
fore the server bandwidth can no longer 
support the reduction of the latency. We 
denote the latency d as after n it-
erations since the size of the first two 

segments is now

2 nT−

2n
p . The capacity of ci to 

serve si can be represented as follows:  
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We note that the total number of segments 
becomes m+n. The last m-1 segments re-
main unchanged, while the first n+1 seg-
ments si, except s1, is half the size of si+1. 
The packet head overhead is fixed regard-
less of the segment sizes. Fig. 4 shows an 
example for the playback schedule of 
some client. Through repeated fragmenta-
tion of the very first segment, the latency 
is the same as the broadcast period and the 
playout duration of s1. With n = 2, the 
original first segment is fragmented twice. 
At first, two segments of size 2

p  are cre-
ated. The first of these two is further di-
chotomized into two small segments of 
size 4

p . 

 C B< : When the capacity of clients is 
limited as C, a client is no longer able to 
receive all the broadcast segments upon 
arrival. To simplify the design of the client 
receiving schedule, we employ the fol-
lowing strategy. Given the client capacity 
C, we accumulate the aggregate capacity 

p ppppp ⋯⋯

Arrival

:Latency d T≥

Full-sized packet

T T T T T T

Fig. 3: Playback schedule with latency d ≥ T 

⋯⋯

Full-sized packet

4
p

2
p

4: TLatency d =

Arrival 4
T

4
T

4
p

2
T T T

Fig. 4: Playback schedule with latency d < T, n=2. 
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of the first w1 channels un-

til∑ . These w1 channels are 

the allowable channels to be received si-
multaneously since client arrival. After the 
initial latency, s1 is completely received. 
The capacity |c1| can be reused to initiate 
the receiving of the next w2 channels un-

til . This process repeats 

until all the channels are included. To al-
low each segment to be received in time, 
the receiving start time vi of the segment si 
is increased accordingly. The vi of first w1 
segments to be received upon arrival re-
mains zero. But, the next w2 segments are 
updated with their vi set to u1, the receiv-
ing finish time of the first segment. This 
update will increase the capacity of their 
corresponding channels. However, each 
segment is guaranteed to be received dur-
ing the scheduled time span from vi to ui. 
Fig. 5 presents one possible receiving sce-
nario of the clients with limited capacity C 
< B. All the channel capacities amount to 
B. With the capacity constraint, a client 
can only receive the first three segments in 
the beginning. Right after the completion 
of receiving s1, the client is then able to 
receive the next three segments s4, s5 & s6, 
concurrently with the receiving two earlier 
segments, s2 and s3. Likewise, the comple-
tion of receiving s2 enables s7 and s8 to be 
received. 
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We employ a numerical procedure to 
implement the above strategy. Despite lack 
of the closed form representation for the 
parameter settings, the procedure can be 
executed rather fast. The time to generate a 
feasible schedule subject to the constraints 
is ignorable compared to the time when the 
broadcast service is offered using the pro-
posed design. 

We employ a numerical procedure to 
implement the above strategy. Despite lack 
of the closed form representation for the 
parameter settings, the procedure can be 
executed rather fast. The time to generate a 
feasible schedule subject to the constraints 
is ignorable compared to the time when the 
broadcast service is offered using the pro-
posed design. 

Comparatively, our new broadcast design 
resembles PHB and HB, when the inequality 
testing in Eqn. (4) fails. However, the number 
of segments in PHB and HB is determined by 
the ratio of the server bandwidth capacity over 

the media playback rate. More likely, the seg-
ment size is not compatible with the packet pay-
load imposed by the physical networks. As a 
result, PHB and HB will suffer from the effect of 
the considerable packet overheads, as shown in 
Fig. 2. PHB may be able to size the segments to 
the packet payload artificially. However, as the 
available server bandwidth increases for the 
broadcast service, PHB can only improve the 
service latency by distributing the bandwidth to 
all the channels. In contrast, our design accom-
modates the server bandwidth by repeatedly 
fragmenting the very first segment to effectively 
reduce the service latency. This strategy makes 
our solution look more close to the second cate-
gory of the broadcast designs, such as RPB. In 
the next section, we present the performance 
evaluation for these broadcast techniques. 
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Fig. 5: Receiving strategy for the limited client capacity C < B. 

3. Performance Study 3. Performance Study 

To assess the quality of the proposed solu-
tion, we perform a series of investigations with 
the other broadcast schemes. Each media file 
used in this study is assumed to be 3-minute long 
with the various playback rates 5 kbps, 6.3 kbps, 
and 8kbps. It represents the typical audio en-
coded speeches using G.723.1 (low quality), G. 
723.1 (high quality), and G.729 CODEC, respec-
tively [12]. To model the characteristics of the 
underlying network, we use the packets with the 
payload p = 1468 bytes plus the 32-byte header. 
This setting is often applied in typical IP net-
working environments. For conciseness, HB, 
PHB, and RPB, discussed earlier in Section 2, 
are used as to represent the existing broadcast 
designs. Both PHB and RPB can achieve the 
theoretical optimization by taking different ap-
proaches. For fair comparison, we model the 
effect of the packet header overheads in these 
schemes as follows. In HB and PHB, since their 
segments are of the same size, the induced over-
head is easy to compute. Specifically, the realis-
tic server bandwidth requirement is computed as 
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(7) 
As for RPB, we first follow the recursive func-
tion in Eqn. (1) and the size of the media file to 
compute |s1|, which is a floating-point value. 
Then, we take the ceiling of this value as the 
realistic size of s1. RPB employs the channels of 
equal capacity, r·b. Due to the header overheads, 
the channel capacity is slightly increased to 
comply with the broadcast schedule in the origi-
nal design. Mathematically, we denote this real-
istic value as rrealistic, which can be computed as: 

1| |
1

1

| | Header_size
.

| |

s
p

realistic

s
r r

s

   + ×    = ×
  

(8) 
Then, we apply Eqn. (1) to obtain the sizes of 
the other segments recursively. For the sake of 
in-time delivery, we round down a floating-point 
value produced each time from Eqn. (1) to an 
integer value. This value is further used in the 
subsequent iterations. 

3.1: The Effect of Server Bandwidth 

To compare the performance of broadcast 
schemes, we varied the server bandwidth from 
10 kbps to 80 kbps. PHB and RPB with all pos-
sible design options are exhaustively examined. 
The value of the parameter d in PHB can be set 
from 1 to a very large integer. For brevity, we 

use d = 1, 4, 1024 to portray the whole PHB 
family, as denoted by PHB1 (i.e., HB), PHB4, 
and PHB1024, respectively. Similarly, RPB has 
the flexibility of setting its parameter r, ranging 
from 1 down to a very small fraction. We use 
RPB1, RPB4, RPB1024 to present RPB with r = 
1, 1

4 , 1
1024 , respectively. Fig. 6 summarizes the 

analytical results. 

As shown in Fig. 6, all the schemes can re-
duce the initial access latency as the server 
bandwidth increase. HB or PHB with d = 1 is the 
best of its family. A larger d to mince the media 
file into numerous tiny segments will only de-
grade its performance in the realistic networking 
environment. This result is contradictory to its 
theoretical prediction with no consideration of 
packet header overheads, as shown in the left 
graph of Fig. 2. RPB can improve the perform-
ance by fine tuning r value. As r reduces to 1

1024 , 
the performance improves in the beginning, but 
finally becomes much worse with very small r. 
The idea to use smaller segments does not al-
ways work. In particular, only the exhaustive 
search algorithm can determine the best parame-
ter settings for PHB and RPB. In contrast, our 
current broadcast design, denoted as CB, can 
automatically adapt to the working environment. 
It only fragments the very first segment to ac-
commodate the available server capacity. As 
shown in Fig. 6(a), CB outperforms PHB and 

    (a) Playback rate b = 5 kbps.    (b) Playback rate b = 6.3 kbps.  (c) Playback rate b = 8 
kbps. 

Fig. 6: The effect of server bandwidth for the media file with different playback rates. 

   (a) Client capacity C = 15 kbps.    (b) Client capacity C = 25 kbps.    (c) Client capacity C = 40 
kbps. 

Fig. 7: The effect of client bandwidth.
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(a)Client capacity C is not limited   (b)Client capacity C = 15kbps     (c)Client capacity C = 25 
kbps 

Fig. 8: Performance evaluation of ATM protocol 

RPB even with their best options. As the server 
bandwidth increases to 40 kbps or more, the sig-
nificant performance improvement is achievable 
by CB. We also repeat the experiments for dif-
ferent playback rates. Fig. 6(b) & (c) demon-
strate the consistent results. The proposed 
broadcast scheme is the best performer. 

3.2: The Effect of Client Bandwidth 

In this study, we investigate the situation 
that the bandwidth or processing capacity of 
clients is limited. PHB and HB do not support 
the clients with limited bandwidth. We only 
compare CB with RPB in the experiments. Fig. 7 
presents the results. When the client capacity is 
limited to 15 kbps, the proposed scheme is con-
stantly superior to RPB with all design choices, 
as shown in Fig. 7(a). RPB1024 suffers consid-
erably from over-segmentation. Delivering the 
extremely tiny segments over numerous chan-
nels will only make its performance even worse. 
On the other hand, RPB4 does outperform RPB1 
by taking advantage of finer segments. The best 
setting of the parameter r can be obtained only 
through exhaustive testing. In particular, r is a 
floating-point value, rendering finding the best 
value difficult. By our simple design, CB can 
avoid this difficulty. It exploits the characteris-
tics of the underlying networks to fragment the 
media file into segments of the size that is equal 
to the payload size of the packets. By such fea-
ture, CB preserves the server bandwidth effi-
ciency. As more server capacity available for the 
broadcast service, CB repeatedly fragment only 
the very first segment to best utilize the band-
width. Fig. 7 (b) & (c) show the results of per-
formance evaluation when C is limited to 25 and 
40 kbps, respectively. Both also indicate CB can 
outperform RPB by a considerable margin over a 
wide range of server capacity. 

3.3:  Comparisons with ATM protocol 

 As shown in Table 1, header and payload 
sizes are different between IP Network and ATM 
protocol. However, the results of performance  

evaluation in ATM are similar to IP Network, 
shown in Fig. 8. 

 

 Header Payload 

IP Network 32 bytes 1468 bytes 

ATM 5 bytes 48 bytes 

Table 1 

 Fig. 8(a) shows when client capacity C is 
not limited, the proposed broadcast scheme is the 
best performer. Fig. 8(b) & (c) show the results 
of performance evaluation when C is limited to 
25 and 40 kbps. They also demonstrate the con-
sistent results. 

4. Concluding Remarks 

Theoretical optimization of broadcast de-
signs is possible only if the delivery of segments 
incurs no transmission overhead. In particular, 
indefinitely small or fractionally precise values 
must be allowed for the segment sizes. However, 
the idea is not attainable. In reality, such ap-
proach suffers from the packet header overheads 
due to over-segmentation in practical working 
environments. In this paper, we investigate this 
problem and develop a solution by taking the 
networking constraints into consideration. Stra-
tegically, our scheme fragments only the very 
first segment to exploit the server capacity, while 
keeping the last segments in the constant size as 
the full-sized packets. As a result, the proposed 
design can achieve the best service scalability in 
terms of initial latency reduction while maxi-
mizing the server bandwidth efficiency. 
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