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Abstract∗

When the IEEE 802.11 MAC is used in wireless 
ad hoc networks, it will suffer from more serious 
hidden terminal and exposed terminal problems than 
those in single-hop case. More specifically, it is 
resulted from the "large" interference range and the 
"large" carrier sensing range. In this paper, we propose 
two simple modifications of IEEE 802.11 to 
dynamically adjust the transmission rights and 
reception wills in accordance with the shared medium 
status near transmitter and receiver, respectively. 
Simulation results show that our method can lessen 
interferences and increase system throughput as 
compared with IEEE 802.11 MAC in the multihop 
wireless ad hoc networks. 

Key words: IEEE 802.11, MAC, multihop, ad 
hoc, large interference range. 

1. Introduction 
A wireless ad hoc network is a collection of 

mobile nodes equipped with wireless transceivers 
that form an autonomous network without the 
help of any fixed networking infrastructure. A 
node can transmit data packets to other nodes 
who are within its radio coverage range directly, 
and who are outside the range via multihop 
store-and-forward relay. 

Because the wireless is a broadcast medium, 
it is inevitable that multiple devices access 
medium at the same time. It needs an access 
control mechanism that moderates access to the 
shared medium in an orderly and efficient manner. 
Therefore, many medium access control (MAC) 
protocols were standardized [1][2]. Amount all 
theses standards, e.g. IEEE 802.11, 
HIPERLAN1/2, HomeRF, Bluetooth, and etc; the 
IEEE 802.11 MAC is the most popular MAC 
protocol used in both WLANs and MANETs 
(Mobile Ad-hoc Networks). 

In this paper, we study interference problems 
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proceed. If the medium is determined to be busy, 
the mobile node shall defer until the end of the 
current transmission. After deferral, or prior to 
attempting to transmit again immediately after a 
successful transmission, the mobile node shall 
select a random backoff interval and shall 
decrement the backoff interval counter while the 
medium is idle. 

2.2. The Hidden Terminal and Exposed 
Terminal Problems 

The CSMA/CA mechanism was designed to 
avoid collisions, however, resulted in the hidden 
terminal problem [5][6] that will cause collisions 
and exposed terminal problem [6] that will 
underutilize available bandwidth. 

A hidden terminal is one that is within the 
range of the intended receiver but out of range of 
transmitter. Consider the case shown in Figure 1. 
Station B is transmitting to station C. Station D 
cannot hear the transmission from B. During this 
transmission when D senses the channel, it falsely 
thinks that the channel is idle. If station D starts a 
transmission, it interferes with the data reception 
at C. In this case station D is a hidden terminal to 
station B. Hence, hidden terminals can cause 
collisions on data transmission. 

    
Figure 1: Hidden terminal and exposed 

terminal. 

Exposed terminals are complementary to 
hidden terminals. An exposed terminal is one that 
is within the range of the transmitter but out of 
range of the receiver. In Figure 1, consider the 
case that station B is transmitting to station C. 
Station A can hear the transmission from B. When 
station A senses the channel, it thinks that the 
channel is busy. However, any transmission by 
station A does not reach C, and hence does not 
interfere with data reception at station C. Ideally, 
station A can send simultaneously to other 
receivers without interfering C's reception. In this 
case, station A is an exposed terminal to station B. 

Hidden terminals can cause collisions on 
data transmission while exposed terminals 
underutilize available bandwidth. If the hidden 
terminal and exposed terminal problems could not 
be minimized, the network performance will 
degrade severely. To increase the range of carrier 
sensing is a way to eliminate the hidden terminal 
problem, but it will intensify the exposed terminal 

problem. The hidden terminal problem and the 
exposed terminal problem need to be solved in 
order to improve the performance in the wireless 
networks. 

2.3. The RTS/CTS Handshake in IEEE 
802.11 MAC 

The main task of a MAC is to avoid 
collisions. In order to eliminate hidden terminal 
problems, the IEEE 802.11 MAC protocol defines 
an optional four-way handshaking technique, 
known as request-to-send/ clear-to-send 
(RTS/CTS) mechanism. A mobile node that wants 
to transmit, follows rules explained in Section 2.1, 
and then, instead of the data frame, preliminarily 
transmits a special short frame called request to 
send (RTS) to reserve the channel. When the 
receiving node receive the RTS frame, it responds, 
after a SIFS, with a clear to send (CTS) frame. 
The transmitting node is allowed to transmit its 
frame only if the CTS frame is correctly received. 
All other nodes overhead either the RTS and/or 
the CTS set their virtual CS indicator, called a 
network allocation vector (NAV), for the given 
duration indicated in the RTS/CTS frame and use 
this information together with the physical carrier 
sense function when sensing the medium. The 
NAV state is combined with physical carrier sense 
function to indicate the busy state of the medium. 
This mechanism reduces the probability of the 
receiver side collision caused by a node that is 
hidden from the transmitter during carrier sense 
and RTS transmission, because the node 
overhears the CTS and "reserve" the medium as 
busy until the end of the transaction. Therefore, 
all other nodes inside the transmission range of 
transmitter and/or receiver overhear the RTS/CTS 
will defer their transmission and thus avoid 
collisions caused by hidden terminals. 

3. Large Interference Range 
In recent years, more and more researchers 

have realized large interference range [7][8][9]. 
The large interference range is the range of 
interfering larger than the transmission range as 
following. 

3.1. The Large Interference Range as a 
Function of Transmitter-Receiver Distance 

Considering the signal propagation, some 
nodes that are out of the transmission range of 
both the transmitter and the receiver, may still 
interfere with the receiver. This situation 
happened rarely in the WLAN because almost all 
the mobile nodes are within each other's 
transmission range. But in the wireless ad hoc 
networks, due to the multihop connectivity and ad 
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hoc support that mobile nodes are located 
randomly, the situation do really exists and 
becomes a serious problem. To prove this fact, [7] 
uses a simple analytic model to show that in the 
open space environment, the interference range of 
a receiver is 1.78 times the transmitter-receiver 
distance as Figure 2 shows. This result 
overthrows the early assumption of interfering 
nodes are within the transmission rang. If the 
distance between the transmitter, S, and receiver, 
R, is d, then the interference range is 1.78*d, 
which may be larger than the transmission range. 
Any stations inside this interference range once 
transmitting to other nodes can interfere the R's 
reception. 

RS d
1.7

8*
dtransmission

range

 
Figure 2: Large interference range as a 

function of transmitter-receiver distance. 

3.2. The Large Interference Range in 
the NS-2 Simulator 

There is also another thing needed to be 
noticed that the carrier sense wireless networks 
are engineered in such a way that the carrier 
sensing and interference range is typically larger 
than the range at which receivers are willing to 
accept a packet from that same transmitter [10]. 
Many researchers use the famous NS-2 network 
simulator from Lawrence Berkeley National 
Laboratory (LBNL) [11] with extensions from the 
MONARCH project at Carnegie Mellon [12] to 
estimate their proposals. These extensions include 
a set of mobile ad hoc network routing protocols 
and an implementation of BSD's ARP protocol, as 
well as an IEEE 802.11 MAC protocol. In the 
NS-2 network simulator, the interfering range 
(and sensing range) is larger than the 
communication range. It is implemented using a 
simple BER model that when receiving in 
physical layer, if the power level of the incoming 
frame below the carrier sense threshold, the frame 
is discarded as noise; if the received power level 
is above the carrier sense threshold but below the 
receive threshold, the frame is passed to the MAC 
layer but marked as a packet in error; otherwise, 
the frame is simply forwarded up to the MAC 
layer. In the IEEE 802.11 MAC of NS-2, when a 
mobile node receives a frame, if this node is 
receiving, one of two things can happen. If the 
power level of the packet already being received 
is at least 10 dB greater than the received power 
level of the new packet, the MAC layer assume 

capture, discard the new packet, and allow the 
receiving interface to continue with its current 
receive operation; otherwise, a collision occurs 
and both frames are dropped. Here the 10 dB is a 
usually used value in network simulator while 
modeling the receiver's capability to capture noise 
from signal. Hence, as shown in Figure 3, a 
collision happens when a signal propagated inside 
carrier sense range arrives earlier than a signal 
propagated inside a transmission range arrives. 
Because the later stronger signal collides the 
formal weak signal receiving. This is also an 
instance of large interference range. 
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Figure 3: Large interferences range in NS-2 

simulator. 

3.3. The Influences of Large 
Interference Range 

The RTS/CTS handshake was proposed to 
solve the hidden terminal problem based on an 
assumption that hidden nodes are within 
transmission range of the receiver. With 
overhearing the CTS control frame, the hidden 
terminals near the receiver can be inhibited so 
that the RTS/CTS can eliminate most 
interferences. 

Ideally, the RTS/CTS handshake can 
eliminate most interference. However, if the large 
interference range is concerned, the RTS/CTS is 
not so effective; nodes located outside the 
transmission range of both transmitter and 
receiver may still interrupt reception because 
those nodes cannot receive the RTS/CTS 
correctly [7], they won't be silenced but they 
could cause interferences.Moreover, the large 
interference range will cause more collisions 
either on control frames or data frames, result in 
more serious problems such as TCP instability 
and unfairness [8]. This problem is infrequent in 
the IEEE 802.11 basic service set, because all 
nodes can sense each other's transmissions. 
However, in an ad hoc network, it becomes a 
serious problem due to the large distribution of 
mobile nodes and the multihop operation. 

In [7], they propose a simple MAC layer 
scheme called Conservative CTS Reply (CCR). 
An intended receiver only replies a CTS frame to 
a RTS initiator when the receiving power of that 
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RTS frame is larger than a certain threshold 
(CTS_REPLY_THRES-HOLD). Let Rtx denotes 
the transmission range. The value is chosen as a 
receiving power at a receiver which is 0.56*Rtx 
away from the transmitter. Since when the 
transmitter-receiver distance is smaller than 
0.56*Rtx, the interference range is smaller than 
1.78 * (0.56 Rtx), which is Rtx. So the whole 
interference area is covered by RTS/CTS 
handshake. Therefore can totally eliminate 
collisions caused by large interference range. The 
illustration of transmission range, interference 
range, and CTS reply range are shown in Figure 4, 
where the CTS reply range is the range of a 
receiver willing to reply CTS back to the RTS 
initiator. 

 

Figure 4: The illustration of transmission range, 
interference range, and CTS reply range. 

However, the CCR is over conservative that 
limits the available radio utilization range. Only 
transmitters inside 0.56*Rtx of receiver are 
allowed transmitting, which reduces the available 
transmission area to 31.36% of physical 
transmission area, even if there are no hidden 
terminals in the interference range, is not 
effective if mobile nodes are sparse or the traffic 
is not heavy. Therefore, we propose an Adaptive 
IEEE 802.11 MAC (AMAC) that makes two 
simple modifications of the IEEE 802.11 
RTS/CTS handshake to reduce the influences of 
collisions resulted from large interference range. 

4. The AMAC mechanism 
The AMAC protocol modifies the IEEE 

802.11 RTS/CTS handshake on transmitter (RTS) 
and receiver (CTS), respectively. In reception, we 
make the hardware's best to receive but estimate 
for the probability of successful reception to 
prevent from useless weak signal transmission, 
compared to hidden terminals' signal, being 
collided with nodes' transmissions near the 
receiver and collides other nodes’ receptions near 
transmitter. In transmission, not only make the 
most transmission opportunity but also give 
neighboring nodes chances to transmit or receive.  

4.1. Receiver Side Control Mechanism 

Inspired from the CCR scheme, we propose 

a simple mechanism that dynamically adjusts the 
value of "CTS_REPLY_THRESHOLD" 
according to the historical neighboring medium 
usage status. If the receiver has some information 
about the interfering nodes’ statuses, frequency of 
transmissions, and interfering power strengths, 
the receiver may take this information to compute 
the CTS_REPLY_THRESHOLD, so as to predict 
oncoming reception interfered or not. Note here 
that the CCR scheme assigns the CTS reply range 
in Figure 4 a fixed value, 0.56*Rtx, while our goal 
is aimed to dynamically adapt the CTS reply 
range according to the channel status at receiver 
side. 

Mobile nodes periodically sense the medium 
status and record the sensed signal strength to 
compute the threshold that can present the current 
channel state as Figure 5 shows. Let mobile nodes 
sense the medium status every 
sense_signal_interval micro seconds, total 
number of sensing is sense_times. The sensed 
signal strength will be recorded and the oldest 
recorded information will not be kept if the 
number of sensed records exceeds sense_times. 
Note that we only record the sensed signal 
strength transmitted inside the interference range 
but outside the receiving range, i.e. the signal 
transmitted inside the gray area of Figure 4. This 
is because the recorded signal strength will be 
used to compute the CTS_REPLY_THRESHOLD, 
which concerns the potential transmissions that 
can cause interferences; the CTS control frame 
will silence the interferers inside the transmission 
range. 

   
Figure 5: The periodically sense the medium. 

The considerations of CTS reply include two 
limitations. One is the estimation of whether 
interference will happen or not; another is the 
probability of interference if it happens. With the 
first limitation, we calculate the average of 
recorded signal strengths not equal to zero as 
equation (1), where Δ i is used to identify 
whether Pi is needed to be included or not; n is 
the sense_times; Pi is the sensed signal strength 
between the threshold of receiving and of carrier 
sensing, and the Capture_Threshold is the 
capability the receiver can capture noises from 
signals. Usually the Capture_Threshold is 10. The 
recorded signal strength equals to zero means that 
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the neighboring nodes are idle or some 
neighboring nodes inside the receiving range is 
transmitting. The computation is done with every 
periodical sense. Hence, the 
CTS_REPLY_THRESHOLD could reflect locally 
channel status. 

                         (1) 

 

With the second limitation, we concern 
about the probability of the reception be collided. 
We use the past recorded signal strength as 
limitation 1 used to roughly estimate colliding or 
not. This probability is obtained as equation (2), 
whereΔi is used to identify whether Pi larger than 
PRTS or not; the PRTS is the received signal 
strength of the RTS control frame, this PRTS is 
used to be compared with the 
CTS_REPLY_THRESHOLD to decide being 
collided or not.  

 

(2) 

After receiving RTS successfully, the 
intended receiver first checks if the power of the 
received RTS is larger than the computed 
CTS_REPLY_THRESHOLD; if larger, then he 
replies CTS back; if not larger, then he reply CTS 
with probability 1-pcollided. 

This is because collisions happen at 
receivers. It is better for receivers to take the 
responsibility for monitoring the signal statuses 
and to estimate admitting receptions or not. So, if 
a neighboring node, I, locate outside the 
transmission range of receiver, R, transmit 
frequently, any transmitter, S, once transmitting 
as mentioned in the standard IEEE 802.11 in 
Section 2, may experience a collision at R, even if 
the RTS/CTS handshake is presented. If R 
decides to only reply S when the receiving signal 
strength of S is higher than the calculated 
CTS_REPLY_THRESHOLD, the neighboring 
activities R saw, the problem above may less 
happen. On the other hand, if neighboring nodes 
transmit infrequently, then the 
CTS_REPLY_THRESHOLD should not be hold 
as the CCR specified; the threshold should be 
relaxed. This can be done by our periodical 
computation so as to dynamically reflect the 
current situation. 

This mechanism has two benefits. One is 
that it can adapt to surrounding channel status. If 

the channel is always busy or the channel is too 
noisy around the receiver, then the receiver will 
decide not to reply the CTS for a demand RTS 
request. Another benefit is that although the 
receiver may not reply a CTS back to the RTS 
requestor, it is still a good decision because the 
"weak" data transmission (in compare to the 
stronger interference signal strength at receiver) 
sent after receiving the CTS may not be received 
by the receiver, because of the collisions 
happened at receiver. On the same time, this weak 
data transmission could still collide other nodes' 
receptions near the transmitter, just as the 
transmitter's data collided by other nodes at 
receiver. So this mechanism should be beneficial 
to wireless ad hoc networks. 

4.2 Transmitter Side Control 
Mechanism 

As Section 2 stated, the CSMA/CA, which is 
a random access control mechanism, is 
contention-based. All mobile nodes want to 
transmit have to contend for the channel. 
Therefore, the transmissions are in a disordered 
manner and due to large interference range, a 
transmission may be collided by another 
transmission and collides other's transmission. 
There is a need to control not necessary or 
excessive transmission, so we propose the 
transmitter side control mechanism that adapts to 
neighborhood situations. 

Before actually sending out a control frame, 
the RTS, the mobile node first checks the 
neighbors' activities, which is gotten from the 
periodically sensing the receiver side does 
(because every transmitter is also a receiver). If 
their activities are less than a threshold, 
neighbor_tx_threshold, it might because mobile 
node is too loud so that they couldn't get the 
medium. So we let the mobile node silence for a 
while. Let iδ  denote whether neighboring nodes 
transmit at ith carrier sensing or not; N is the total 
number of neighboring nodes' transmission 
activities; and neighbor_tx_ratio is defined as the 
portion the total number of times neighboring 
nodes transmit in sense_times periodically sense 
as equation (3) shows. 

 

(3) 

 

If neighbor_tx_ratio is less than a 



neighbor_tx_threshold, and the mobile node 
himself sent recently, this may imply that the 
number of times neighboring nodes transmitted is 
below a certain level, it maybe resulted from 
neighboring nodes hardly contend for the channel 
so they needed to be silent because the mobile 
node was sending too much times. So we let the 
mobile node backoff to release the medium access 
for neighboring nodes.  

There is also a situation needed to be 
concerned. If the mobile node backoff according 
to the policy above, we should also consider 
whether the neighboring nodes' silence is because 
of no data to send or being inhibited by the 
mobile node. We make a feedback of the value of 
neighbor_tx_threhsold. After backoff according 
to this transmitter control policy, mobile node 
observes that whether the total number of 
neighboring nodes' transmission activities 
increases or not. If do increase, it may imply the 
neighboring nodes have data to send out, and the 
mobile node should slow down the transmission. 
In this case, the neighbor_tx_threshold is 
increased. On the other hand, if the activities don't 
increase, it may imply that the neighboring nodes 
really have no data to send out, and the mobile 
node can speed up its transmission. In this case, 
the neighbor_tx_threshold is decreased. 

In the way of both receiver side and 
transmitter side control, we can reduce fragile 
frame that the receiving signal at receiver is low 
or easily be collided with hidden terminals in the 
interference range, by not responding to CTS 
frame, and won't collide with other's reception if 
the node transmits. We can also achieve MAC 
level fairness in some degrees by means of our 
transmitter side control to give other nodes 
chances to transmit or to receive. 

5. Performance evaluation 
We use the NCTUns simulator [13] to justify 

our proposed modification of the IEEE 802.11 
MAC protocol. The MAC protocol of the 
NCTUns is ported from NS-2 network simulator 
which implements the complete IEEE 802.11 
standard MAC protocol DCF to accurately model 
the contention of nodes for the wireless medium. 
All nodes communicate with identical, half 
duplex, wireless radios that are modeled after the 
commercially available 802.11(b)-based 
Wave-Lan wireless radios, which have a 
bandwidth of 11 Mb/s and a nominal transmission 
radius of 250 meters with the carrier sensing 
range is 550m. 

5.1 The Simulation of 1 TCP Flow via 
Multihop Transmission 

We first setup a simple simulation to analyze 

the relationship between the interferences and the 
distance of transmitter-receiver. Each node is 
identical. The path loss model is set to Two-Ray 
Ground model; DSR routing protocol is used; the 
traffic generator is a greedy TCP. The topology of 
this simulation is a 7 nodes chain topology as 
shown in Figure 6. 

Figure 6: The topology of 1 TCP flow 
simulation. 

The distance between any two neighboring 
nodes is equal, let d(i, i+1) be the distance 
between node i and node i+1. We adjust the 
distance of d(i, i+1) from 100m to 200m to 
observe the throughput variation. With the 
distance between each node increase, the number 
of hops increases. The simulation result is shown 
in Figure 7. 
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Figure 7: The throughput of 1 TCP session 

from node 1 to node 7. 

We can see that when d(i, i+1) is less than 
125m, the throughput of IEEE 802.11 is high. 
This is because with such distances, the 
transmission from node 1 to node 7 only involve 
3 hops and the most import of all, each sender, e.g. 
the node 1, node 3, and node 5 can sense each 
other's transmission, therefore can avoid most 
interferences. However, once the distance d(i, i+1) 
bigger than 125m, the throughput degrades 
significantly. This confirm the statements that the 
IEEE 802.11 was primordially designed for 
WLAN, was not designed for multihop ad hoc 
network, the IEEE 802.11 MAC cannot function 
well in such networks. 

We also take a look of the CCR scheme, the 
throughput was not good in this scenario, it is 
because the CCR is over conservative that cannot 
reflect the neighboring nodes' situations so that 
they only accept the received signal strength of 
RTS control frame greater than Conservative 
CTS_REPLY_THRESHOLD. Therefore, in case 
of distance d(i, i+1) below 141m (250m * 0.56) 
do the CCR reply the CTS to the transmitter. With 
d(i, i+1) larger than 141m will the CCR not reply 
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CTS. Hence, no transmissions occur. So in this 
topology, the transmission is a 6 hops 
transmission when d(i, i+1) is less than 141m, this 
is why the throughput is low, and no 
transmissions happen while d(i, i+1) is greater 
than 141 m. 

Now, let us consider our proposed scheme, 
AMAC. The throughput is not good in contrary to 
IEEE 802.11 MAC protocol when the d(i, i+1) is 
l00m and 125m. This is because our control in 
transmitter and receiver will reduce the 
transmission rights. However, when the distance 
is larger, the performance of AMAC is better than 
the other two MAC protocols. This is because our 
scheme can decrease the probability of collisions. 
Let the "data frame collision ratio" as the portion 
of data frames transmitted at the MAC layer 
which are collided at the receiver due to collision; 
the retransmission data frame is viewed as a new 
data frame. We only count the data frame 
collision ratio of unicast data frames, thus exclude 
routing packets that are broadcasting based. The 
simulation result of data frame collision ratio is 
presented in Figure 8. 
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Figure 8: The data frame collision ratio of 1 

TCP session from node 1 to node 7. 

From Figure 8, we can see that the IEEE 
802.11 suffers from more serious collision than 
CCR and AMAC. It is also a hint that the 
contention manner of CSMA/CA may not suit for 
multihop connection. Every node constructive to 
compete the medium interferes other nodes. 
Eventually, every node interferes every node. 

5.2 The TCP Instability Problem 
Simulation 

In [8], they reveal the TCP instability 
problem in IEEE 802.11 multihop networks. This 
problem is resulted from the insufficient access 
control of IEEE 802.11 MAC. Here we redo the 
same simulation as [8] stated. The simulation 
topology is still a chain topology as Figure 6 
shown with d(i, i+1) is 200m. The parameters are 
also the same as section 5.2 used. The traffic 
generator is a TCP sender that always has data to 
send out. DSR routing protocol is used. The 

traffic is from node 1 to node 5. The simulation 
result is shown in Figure 9. 
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Figure 9: The TCP throughput. 

From the figure above, we can see that our 
proposed scheme can eliminate the TCP 
instability problem. The reason is that the senders 
controlled by our AMAC adjust their transmission 
rate, which can fit well with this chain multihop 
transmission. 

5.3 The Large Interference Range 
Simulation 

We now estimate the influences of large 
interference range. The simulation topology is 
shown in Figure 10. We let the distance d(i, i+1) 
200m, except d(2, 3) is well calculated to 355 
meters so that node 3 and node 1 cannot sense 
each other, but node 3 can interfere node 2. 

   
Figure 10: The simulation topology 

The scenario of this simulation is that node 1 
sends CBR/UDP traffic to node 2 as "Flow 1", the 
CBR packet size is 1024 bytes and the packet rate 
is 500pps, node 3 sends VBR/UDP traffic to node 
4 as "Flow 2", where the VBR packet size is also 
1024 bytes but the packet rate is not fixed. We 
vary the VBR packet rate from low to high to 
observe the interference problem. The VBR 
traffic generated is Poisson distribution. We 
simulate the throughput degrade of node 1 to 
node 2 in presence of node 3's interferences. 

Once we start the transmission of Flow 2, 
the reception of node 1's transmission on node 2 
will be interfered by node 3's transmission. The 
throughput of Flow 1 when the packet rate of 
Flow 2 is 500 pps is shown in Figure 11. From 
Figure 11, the throughput of IEEE 802.11 almost 
always 0 while the throughput of AMAC is higher 
than that of IEEE 802.11. 
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Figure 11: The throughput compare when the 

packet rate of node 3 is 500 pps. 

5.4 Random Topology Simulation 

In the last subsection, we simulate a random 
topology scenario. 100 nodes are randomly 
placed in a 1000m * 1000m area. DSR routing 
protocol is used. We randomly select 4 pairs to 
send UDP/CBR traffic. The packet rate is 500 pps 
with packet size 1024 bytes. 
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Figure 12: throughput of random topology 
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Figure 13: the data frame corruption ratio. 

The simulation results are shown in Figure 
14 and Figure 12. In the Figure 13, we can see 
that the throughput of AMAC is higher than the 
IEEE 802.11 and CCR. This is because our 
scheme can reduce the collisions thus improves 
the throughput. The CCR scheme can really 
eliminate the data corrupted, but the throughput is 
not very good because it needs more hops to 
reach destination 

6. Conclusion 
In the multihop wireless ad hoc networks, 

the performance of IEEE 802.11 MAC degrades 
dramatically. The networks suffer from more 
serious hidden terminal problem than the WLAN 
because of large interference range. In this paper 
we are inspired from previous analysis of [7] to 

propose an adaptive MAC (AMAC) scheme by 
modifying the IEEE 802.11 MAC RTS/CTS 
handshake. We add two control mechanisms on 
transmitter and receiver with the objective of 
reducing probability of collisions and reducing 
the number of collisions. The simulation results 
show that our modification used in the multihop 
wireless ad hoc networks outperforms the IEEE 
802.11 MAC. 
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