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Abstract 

In this paper, an MPEG-7 based album 
system for managing consumer-generated 
photographs is introduced. Face detection and 
recognition technologies are adopted to 
implement the query-by-face functionality of the 
content-aware album. A convenient face 
database construction and training mechanism is 
also provided. By utilizing both user attention 
model for visual objects and face information, 
the most representative region within a 
photograph, the so-called photo focus, can be 
easily extracted. Furthermore, with the aid of 
photo focus and objects importance calculated 
based on user attention models, two intelligent 
thumbnail creation approaches, superior to the 
commonly used sub-sampling method, are also 
proposed. At last, the face information is 
incorporated with MPEG-7 visual descriptors to 
facilitate the similarity calculation between 
images, allowing users to perform similarity 
search operations in our album system. The 
major functionalities introduced have 
contributed to form a content-aware album 
system for consumer-generated photographs.  

Keywords: MPEG-7, a content-aware album 
system, query by face, smart thumbnail, photo 
similarity 

I. Introduction 

With the rapid development progress of 
information technology, devices used to create or 
digitalize photographs, such as digital cameras, 
have become increasingly affordable for end 
users. As a result, it is easier for consumers to 
record their daily life digitally, and the number 
of digital photographs dramatically increases, 
too. Users often feel frustrated because that, in 
the digital world, those contents we cannot 
manage or handle properly are of no values.    

In order to deal with this problem, many 
digital album systems have been developed to 

help consumers manage their home photographs. 
Functions such as helping users to categorize 
their photographs by events or occasions are 
provided. Moreover, sorting or browsing 
photographs according to the date/time 
information extracted from the digital camera 
EXIF metadata [3] are also included. Some 
systems even ask users to write down textual 
description about photographs thus searching for 
specific photographs could be possible.  

Everything sounds great, but the current 
solution is not satisfying yet. The reason is that 
traditional album systems still regard home 
photographs as meaningless bit streams. In our 
opinion, an ideal album system should be able to 
identify the difference between photographs and 
realize some semantic information about the 
content; that is, it should be a content-aware 
album system. Figure 1 shows the user interface 
of our current implementation. 
 

 
Figure 1. Snapshot of the MPEG-7 based 
content-aware album system 

 

In our album system, we think that the most 
meaningful information in consumer home 
photographs is the presence of human face and 
thus the face detection and recognition technique 
[7] is adopted to realize the functionality of 
"query by face". Second, while viewing an 
image, there are always objects or scenes 



 

attracting our attention. We call these 
eye-catching regions as "photo focus". After 
finding out the regions that catch our attention 
most by applying the user attention model [9], 
the album system can understand the digital 
contents better. Furthermore, base on the photo 
focus, a smart thumbnail-creation mechanism   
superior to the traditional one using image 
sub-sampling is proposed. At last, by combining 
several visual descriptors in the MPEG-7 
standard [4] [5] and the face information, we can 
calculate the similarity between photographs. 
With photo similarities, relevant photographs 
can be automatically grouped together when 
users browse photographs in the album. 

The paper is organized as follows. Section 
II describes the steps of using face detection and 
recognition technology to query photos by faces. 
In section III, the details of adopting user 
attention models for still images to find out the 
photo focus is explained, and then a new 
mechanism called "smart thumbnailing" used to 
create more informative thumbnail is also 
introduced. Section IV discusses the photo 
similarity calculation by using the combination 
of MPEG-7 visual descriptors and face 
information. Finally, section V gives some 
concluding remarks and suggestions for future 
work. 

II. Query Photos By Face 

Obviously, the most important semantic 
feature of home photographs is the human faces. 
People are always eager to see who is in the 
photographs. The techniques about locating and 
identifying faces in images have been developed 
for years, and it could be used as a more intuitive 
way for users to search and filter their 
photographs. In our system, we use the Open 
Source Computer Vision Library (OpenCV) [7] 
from Intel as our face detection and recognition 
component in order to extract the face 
information from photographs. The OpenCV 
library is well-known as an efficient and feasible 
face detection/recognition module.  

First of all, all the faces appeared in 
consumer photographs shall be found out. With 
the help of the OpenCV library, most human 
faces can be easily found. Then, a face database 
will be updated so that new face images that 
represent a specific person are added. After 
adaptively training new pictures in the face 
database, people showed in photographs can be 
recognized. For each photograph, figures that 
can be recognized are saved as metadata along 
with the photograph. With the presence of face 
description, we can query photographs 
containing specific persons by instructions such 

as "find out the photographs that contain George 
and Mary".  

The flowchart illustrating the steps of 
"query by face" operation is shown in Figure 2. 
We also developed a convenient interface to help 
end users build and update their face database 
easier. The screenshots are listed in Figure 3 and 
4. 
 

 
Figure 2. The steps for querying photographs by 
face 

 
Figure 3. A simple face database updating 
interface is provided 

 
Figure 4. Face pictures belong to a certain user is 
added to the face database of our album system 
 

III. Smart Thumbnails 

Thumbnail representations of images are 
commonly used in image retrieval and browsing 
systems. Currently, the most basic way of 



 

automatic thumbnail generation is through 
sub-sampling, i.e. re-sampling the original 
images to a smaller target size. This method, 
which we denote as direct sub-sampling, is 
simple and adopted widely in current album 
applications. However, information contained in 
thumbnails generated in this way is often 
difficult to be identified and recognized because 
much information is lost during the 
sub-sampling process, especially after resizing 
high-resolution photographs. 

Another important reason to find better 
thumbnails is about image adaptation. Rapid 
development of information technological 
structures has contributed to the prevalence of 
mobile computing devices, such as PDAs and 
SmartPhones. Users must convert their home 
photographs to a smaller size first so that they 
can share these pictures with their friends and 
families by using mobile devices. Due to the 
limited display size and computing power, 
resizing the original photographs to meet the 
target display resolution is inevitable. Under this 
circumstance, direct sub-sampling is no longer 
appropriate for creating thumbnail image 
because it is often not representative. In order to 
conquer this problem, we need to identify what 
is the most informative region in a photograph, 
and then preserve more information in this 
region when creating thumbnails. 

A. Photo Focus 

The term "attention" refers to the ability of 
one human to focus and concentrate upon some 
visual or auditory 'object', by careful observing 
or listening. Visual attention is the ability of 
biological visual system to detect interesting 
parts of the visual input [6]. There are mainly 
two kinds of models in the literature of visual 
attention and saliency map calculation: top-down 
and bottom-up methods [8]. Roughly speaking, 
bottom-up attention models what people are 
attracted to see, and top-down attention models 
what people are willing to see. 

Itti and Koch [6] have proposed a 
bottom-up way to compute the saliency map, 
based on low level features such as color, 
intensity and orientation. The saliency map is a 
matrix corresponding to the input image and 
describes the degree of saliency of each position 
in the input image. In our implementation, we 
borrow the low level features of color and 
intensity from [6] and since the human faces are 
the most significant feature in consumer home 
photographs, the face information is also 
adopted as a high level feature.  

In the process of visual attention analysis, 
we denote the detected face rectangle as 
attention objects, and use the color and intensity 

features as saliency points. Besides, since the 
obtained face detection results still has miss 
detection, we adopt another low level feature, 
skin color [2], in order to compensate this 
problem. By combining the mentioned attention 
objects and saliency points, a rectangle called 
focus rectangle is formed as the photo focus. 
 

 
Figure 5. Attention objects and saliency points 
are combined to form the photo focus 
 

Figure 5 show the example of photo focus 
computed from those visual attention features. 
The red circle represents saliency point based on 
intensity saliency map. The green circle 
indicates the saliency point calculated using the 
colour feature, and the blue one is for skin colour 
regions. The presence of photo focus makes the 
album system understand more about contents 
processed and can be further used as the basis to 
extract more semantic information from 
photographs. For example, our smart thumbnail 
creation, which will be discussed soon, is based 
on the photo focus. Besides, the photo focus 
region can also be used for Region-Of-Interest 
(ROI) coding scheme and Spatial/SNR 
scalability in JPEG 2000 [1] standard. 

B. Smart Thumbnails 

Two different approaches are proposed to 
create smart thumbnail base on the photo focus 
mentioned above. Rather than resizing the 
original picture to the target size, thumbnails 
created by clipping the most important region 
from a photograph would be more informative. 
Figure 6 illustrates the effect and difference 
between the traditional thumbnail and our smart 
thumbnail approaches. The two approaches 
describe as follows: 

Focus-based smart thumbnail: The focus 
based approach is mainly based on the calculated 
photo focus region, and is regarded as a static 
approach. The focus region is cropped first and 
then shrinking to the target size. In our 
experiments, the focus-based approach gets 
pretty well results in most cases. But if there're 



 

too many people on the photograph or the 
saliency points appeared in regions near image 
borders, the focus region may be almost as large 
as the whole photograph size, thus making no 
difference in comparison to the directly 
sub-sampled thumbnails. In order to deal with 
this situation, another method is proposed. 

Adaptive selection based smart 
thumbnail: This method can be regards as the 
dynamic selection of photo focus. Through our 
observation, users tend to lay their focus on the 
center of photograph when they take pictures. 
Besides, people also use to be together in the 
same surface plane while take photographs. In 
other words, most of the detected face regions 
shall be of the same size.  

Upon the two facts observed, we know that 
for human faces detected around the central of 
photograph are semantically more important 
than those appeared near the photo edge. 
Furthermore, people standing in front of others 
are often more important (with larger face 
region). Thus for each attention objects, an 
importance weighting function is calculated by: 
 

chwi dFRFRW /)( 2×=               (1) 
 

Where iW  denotes the calculated 
importance, wFR  and hFR  is the width and 
height of detected face region, cd  is the 
distance between photograph central and face 
rectangle central. Saliency points are also 
considered in importance calculation. 

We also define the photo focus ratio, rFo , 
which is the ratio between focus region and the 
whole photograph. Users are allowed to 
dynamically adjust the photo focus ratio rFo . 
During each iteration, attention objects are 
sorted according to their importance value to see 
if the current selection of focus region meets the 
photo focus ratio rFo . If not, the attention object 
with the lowest importance value will be 
dropped to decrease the focus region, trying to 
meet the user-specified photo focus ratio. Finally, 
when the iteration process stops, people standing 
near the border of picture will usually be 
dropped and those located in front or around the 
central of picture will be preserved.  

Figure 6 (c) (d) shows the resulting 
thumbnail of adaptive selection approach. In this 
method, users are allowed to choose whether 
more information or more details are desired as 
their preference by dynamic selecting photo 
focus ratio rFo .  

 

(a) direct sub-sampling 

(b) focus based smart thumbnail 

(c) adaptive selection for %15=rFo  

(d) adaptive selection for %10=rFo  

Figure 6. Different thumbnails created are listed. 
The photograph with an original size of 
2048x1536 is resized to a 320x320 resolution to 
be properly display on PDA screen.  



 

IV. Photo Similarity 

The amount of multimedia contents is 
explosively growing day by day. How to perform 
effective and efficient multimedia indexing, 
searching and retrieval is a long-standing and 
active research filed. Many tools and systems 
had been developed for different applications. 
However, users do want to access heterogeneous 
content sources in a transparent way, and the 
need of an interoperable content description 
scheme has been considered. In 1997, the MPEG 
organization created a new working item, 
Multimedia Content Description Interface, to 
address such a need, and the consolidated result 
is the MPEG-7 standard [4].  

MPEG-7 standardized a set of visual and 
audio descriptors as representations of features 
of multimedia data. Two descriptors, Color 
Layout and Dominant Color, from MPEG-7 
visual part [4], are adopted and combined with 
the number of faces detected in photographs as 
the basis of photo similarity calculation. Color 
Layout descriptor effectively represents the 
spatial distribution of color of visual signals in a 
very compact form. Dominant Color describes 
the most suitable colors for representing local 
(object or image region) features where only a 
small number of colors are allowed to 
characterize the color information.  

The distance of Color Layout and Dominant 
Color description, denoted as CLDdist  and 

DCDdist  are describe in MPEG-7 visual part. As 
for the distance of face number description 
between photographs, it is defined as follows: 
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FNDdist  denotes the distance of face 
number descriptor and iFN , 

jFN  represents 

the face numbers detected from photograph i  
and j . At last, the photo similarity between 
photo i  and j  is defined as the average of 
three description distance: 
 

3/)( FNDDCDCLDij distdistdistSim ++=      (3) 
 

The Color Layout and Dominant Color 
descriptor are simple but powerful. By adopting 
the face number descriptor, we can easily find 
out similar photographs with specified number 
of persons and separate those photographs with 
people from scenery images without people. 
Figure 7 shows the photo similarity search result 

in our album system.  

V. Conclusions and Future Work 

Three major functionalities: query by face, 
smart thumbnails, and photo similarity 
introduced in this paper constitute our 
content-aware album system for consumer 
photographs. Future works can be roughly 
classified into two directions: system aspect and 
component aspect. In the system aspect, since 
MPEG-7 has defined the standard multimedia 
description interface, the album document file 
format should conform to the MPEG-7 
description syntax (currently the album 
documents are saved in our own XML format for 
the programming convenience). In the 
component aspect, more low level features or 
descriptors in MPEG-7 standard will be used and 
combined for further semantic meaning 
extraction. Moreover, the face detection and 
recognition library could be improved to meet 
the needs of album applications for figures 
identification. Besides, features such as texture 
and edge information in photographs will also be 
included for creating saliency maps so that a 
more  accurate user attention model of viewing 
photographs could be obtained. 
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Figure 7. Similar (a) pictures containing people and (b) (c) scenery pictures can be easily and correctly 
found by the proposed image grouping functionality 
 
  


