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Abstract

As there are more and more online stores and
shopping sites available on the web, it becomes
very time-consuming, if not impossible, to visit
and search all the online stores and shopping
sites to find the best product and store to buy.
There is great need to build an integrated shop-
ping search system that provides a unified in-
terface and metasearch capability to search and
access all the shopping sites in one query sub-
mission. Observe that most of the online store
and shopping sites provide a category directory
and a query interface for users to find products
of their interest. One usually navigates along
the category directory to select a category, and
then submits a query to find products in the
selected category whose descriptions match the
query. Automatic selection of categories from
each shopping site is one of the fundamental
problems to build an integrated shopping search
systems. Note that category selection reduces

the space to search, and improves the query time
and quality of the query result. Quick and high
quality response from each shopping site is very
crucial to the performance of an integrated shop-
ping search system. In this paper, we study the
problem of automatic category selection. In par-
ticular, we study the problem of mapping cate-
gories among shopping web sites. We formulate
the mapping problem as a search problem, and
present an efficient algorithm that aims to find
the optimal mapping. Experiment shows that
our approach performs very well.

1 Introduction

We have witnessed an explosion in the amount of
information that is available on the World Wide
Web. A survey [42] in 1999 estimated a total of
800 million pages on the Web at that time. A
recent index of Yahoo.com reported 19.2 billion
Web pages, indicating an increase of about 24
times in six years. With such huge amount of in-
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formation, the web has become the major infor-
mation source in every corner of our daily life, in-
cluding searching product and shopping informa-
tion that has become a major part of our shop-
ping process. However, as there are more and
more online stores and shopping sites available
on the web, it becomes very time-consuming, if
not impossible, to visit and search all the shop-
ping sites to find the best product to buy. There
is great need to build an integrated shopping
search system that provides a unified interface
and metasearch capability to search and access
all the shopping sites in one query submission.

Most of the online store and shopping sites,
such as for example Yahoo! Shopping, PC-Home
and Openfind, to name a few, provide category-
constrained search in which a category is selected
to reduce the search space, and improves both
the response time and the quality of query re-
sults. To find products of interest, one usually
navigates along the category directory to select a
category, and then submits a query to find prod-
ucts in the selected category whose descriptions
match the query. To build a system integrating
category-constrained search, one need to solve
the following fundamental problems.

• Category mapping that maps the selected
category in the unified interface to cate-
gories provided by the information sources.

• Query translation that parses and matches
query interfaces, and transform query pred-
icates between interfaces.

• Wrapper induction that integrates the
query results returned from information
sources.

There are a lot of recent research on match-
ing query interfaces[5, 6, 7, 14], transforming
queries[19], and inducing wrappers[2, 3, 13] for
result merging. In this paper, we focus on cate-
gory mapping, and propose efficient approaches
for finding mapping between category directo-
ries, such as, for example, category directories
from shopping sites of Yahoo! and PC-Home.
Note that category selection reduces the space to

search, and improves the query time and qual-
ity of the query result. Quick and high qual-
ity response from each shopping site is very cru-
cial to the performance of an integrated shop-
ping search system. Our objective is to find a
mapping that optimizes the performance of in-
tegrated search. In particular, we expect to find
mappings that achieve high precision and recall
while the query is restricted to mapped cate-
gories.

Given two category directories H1 and H2, we
expect the mapping from H1 to H2 have the
following property. Let h be a category in H1

and M(h) denote the mapping of h in H2. Note
that due to the heterogeneity between H1 and
H2, the mapping from H1 to H2 can be a one-
to-many mapping, and hence M(h) can be set
of categories in H2. We expect that most of
the instances in h belong to categories in M(h),
and most of instances returned from search un-
der categories in M(h) also belong to h. In this
paper, we formulate the mapping problem as a
search problem. Let h ∈ H1 and g ∈ H2 be two
categories, p = P (h|g) and r = P (g|h). We use
classification from machine learning to estimate
p and r, and propose a greedy search to find a
mapping that aims to maximize a measure de-
rived from p and r. Experiment shows that our
approach performs very well.

There are some related work [1, 4, 20] on ontol-
ogy mapping, alignment and integration. Note
that a category directory can be viewed as an
ontology. However, most of the work on ontol-
ogy mapping and integration aim to find all the
subset/superset/related relations between every
pair of classes from both ontologies. The dis-
covered relations describe the relation between
these two ontologies, and can be used as basis to
integrate them. However, they did not discuss
how to optimize query performance that is the
main concern of this paper.

The remainder of this paper is organized as
follows. Section 2 gives formulation of category
mapping. Section 3 gives estimation of parame-
ters. Section 4 presents approaches for searching
optimal mappings. Section 5 gives compilation
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of data sets. Section 6 gives experimental results.
Section 7 concludes and gives further remarks.

2 Formulation of Category
Mapping

In this section, we define the category mapping
problem to be solved in this paper.

Let H be a category directory that consists of
a set of predefined categories. Let h be a cate-
gory in H, and U denote the set of instances in-
dexed and categorized by the information source.
A query q constrained by category h returns a
set QU

H(q, h) of instances in U that is assigned to
category h, and matches query q.

Let H1 and H2 be two category directories pro-
vided by two different information sources. Note
that category directories are developed indepen-
dently, are not identical and sometimes can differ
a lot. Instances belonging to same category in
H1 may be distributed to several categories in
H2, and vice versa. Category mapping from H1

to H2 is often not a simple one-to-one mapping.
We thus define category mapping as a function
M : H1 → 2H2 that maps each category h in H1

to a subset M(h) of categories in H2. In an ideal
mapping, one may expect that, under the same
instance set U , the same query q constrained
by either h in H1 or M(h) in H2 will return
the same result, i.e. QU

H1
(q, h) = QU

H2
(q, M(h)),

for all possible queries q under category h. Un-
der above discussion, we can define the following
ideal category mapping problem.

Let H1 and H2 be two category directories, U
be the universal set of all possible data instances.
The ideal category mapping problem is to find,
for every h ∈ H1, a set M(h) of categories in H2

so that QU
H1

(q, h) = QU
H2

(q,M(h)).
In practice, category directories are developed

independently, and are heterogeneous. It is rare,
if not impossible, to find an ideal mapping. In-
stead, one may want to find a mapping that min-
imizes the overall difference between QU

H1
(q, h)

and QU
H2

(q,M(h)), for all possible query q. Note
that when most of the instances in h will be cat-
egorized to categories in M(h) by H2, and most

of the instances in categories in M(h) will be cat-
egorized to h by H1, i.e. both conditional proba-
bilities P (M(h)|h) and P (h|M(h)) are high, the
difference between QU

H1
(q, h) and QU

H2
(q,M(h))

is expected to be small,for most of the query q
under category h. In this paper, we propose to
find a B that maximizes P (B|h) and P (h|B).

Instead of maximizing both P (B|h) and
P (h|B) directly, it is common to define and
maximize an objective function that combines
P (B|h) and P (h|B). One of the common mea-
sures is the Fα-measure [10] that is a weighted
version of harmonic mean as defined below.
We define an objective function Fα(B, h) =
(α+1)P (B|h)P (h|B)

P (B|h)+αP (h|B) , where the weight of P (h|B) is
1, and the weight of P (B|h) is α ∈ (0, +∞). We
formulate the problem of category mapping as
the following search problem.

Let Fα(B, h) = (α+1)P (B|h)P (h|B)
P (B|h)+αP (h|B) , for every

h ∈ H1 and B ⊆ H2. The optimal category
mapping problem is to find, for every h ∈ H1,
a set M(h) of categories in H2 so that M(h) =
arg maxB⊂H2 Fα(B, h).

Finding optimal mapping as formulated above
faces the problem of probability estimation, and
the problem of searching the optimal mapping,
that will be discussed in following sections.

3 Estimation of Parameters

For every category h ∈ H1 and subset B ⊂ H2,
we need to estimate P (B|h) and P (h|B) so that
we can compute Fα(B, h) to find the optimal
mapping of h. Notice that the number of possi-
ble combinations of h and B is O(n2m), where
n and m are the number of categories in H1 and
H2, respectively. Direct estimation of P (B|h)
and P (h|B) for every possible combination of h
and B is impractical. To simplify the problem,
we assume that categories in H2 are pairwise dis-
joint. In particular, when the original directory
is hierarchical, we assume H2 consists of the set
of leaf categories in the original hierarchy, that
are disjoint in general. Under the disjoint as-
sumption, we can derive the following formula
to compute P (B|h) and P (h|B).
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From fundamental probability theories, we
can derive the following lemma.

Lemma 1 P (h|B) =
∑

g∈B
P (h|g)P (g)∑

g∈B
P (g)

It is sufficient to estimate P (h|g), P (g|h) and
P (g), for every h ∈ H1 and g ∈ H2. This re-
duces the number of parameter estimation from
O(n2m) to O(nm). Note that P (g) is estimated
as the portion of instances in U2 that belongs
to category g. We next explain how to estimate
above probabilities P (h|g), P (g|h).

WLOG, let H1 = {h1, h2, . . . , hn}, and H2 =
{g1, g2, . . . , gm}, where categories in H1, resp.
H2, are pairwise disjoint. Let U1 and U2 be the
sets of instances indexed and categorized by H1

and H2, respectively. We use machine learn-
ing to estimate P (gj |hi) and P (hi|gj), for all
1 ≤ i ≤ n and 1 ≤ j ≤ m. We use machine learn-
ing to learn a classifier C1 from labelled data U1,
and C2 from U2. We then use classifier C1 to
classify all the instances in U2, and produce a
matrix (a)n×m with aij denote the number of in-
stances in category gj that are classified to cat-
egory hi by C1. Similarly, use classifier C2 to
classify all the instances in U1, and produce a
matrix (b)n×m with bij denote the number of in-
stances in category hi that are classified to cat-
egory gj by C2. We use matrices (a)n×m and
(b)n×m to estimate probabilities P (gj |hi) and
P (hi|gj) as follows: P̂ (gj |hi) = bi,j/

∑m
j=1 bi,j ,

and P̂ (hi|gj) = ai,j/
∑m

j=1 ai,j .

In the experiment of this paper, we simply use
linear classifier, to estimate conditional proba-
bilities. Nonetheless, any other classifier can be
used as well. In the linear classifier, we compute
a prototype for each class, which is the average
of the instances in that class. To classify a new
instance, we compute cosine similarity between
it and every prototype, and assign to it the class
whose prototype yields the largest similarity.

4 Searching the Optimal Map-
ping

Consider a category h ∈ H1, and its optimal
mapping M(h) ⊂ H2 that maximizes Fα value.
Exhaustive search that examines all possible
mappings can find the optimal solution, but is
impractical as it will take running time expo-
nential to the number of categories in H2 that
can consists of hundreds of categories in appli-
cations such as shopping search. We propose a
greedy approach that iteratively grows a cate-
gory set and aims to find the optimal mapping.
Experiment shows that our approach performs
quite in real applications.

Let Bi = arg maxB⊂H2,|B|=i Fα(B, h), i =
1, . . . , m, i.e. Bi is the one that maximizes the
Fα value among all the category sets of size i.
Thus, M(h) = arg maxBi,i=1,...,m Fα(Bi, h). In
the exhaustive search, for each i, we will gener-
ate all possible subsets of size i, compute their Fα

value, and find Bi. This will take running time
exponential to the number of categories in H2

that can be as large as several hundreds in shop-
ping applications. We propose a greedy subset
growing approach to find a good mapping that
performs quite well in our experiment.

In the greedy approach, we compute B̂i that
aims to approximate Bi, by examining the sub-
sets that are extended from B̂i−1, instead of all
subsets of size i. Let B̂0 = ∅. B̂i is derived
from ˆBi−1 by adding a category g that maxi-
mizes Fα(B̂i−1∪{g}, h) among all g ∈ H2−B̂i−1,
i.e. g = arg maxg∈H2−B̂i−1

Fα(B̂i−1 ∪ {g}, h).

5 Compilation of Data Sets

To evaluate the performance of our approach, we
compile two data sets: one Chinese data set from
web shopping sites in Taiwan, and the other En-
glish data set from web shopping sites in USA.
For each web site, we download its web pages,
using crawler HTTrack, to a local directory, and
store them as HTML files. Note that category
index as shown in Figure ??that describes the
category of a product is common in web pages
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downloaded from shopping sites. We identify
HTML patterns for category index, and use pat-
tern rules to recognize and extract category in-
dex from each web page. Each category index is
a sequence of categories. We use category index
to organize them into a hierarchial directory.

In Chinese data set, we collect web pages from
shopping sites of Yahoo! and PChome in Tai-
wan. Table 7 gives number of pages and cat-
egories from each web site. In English data
set, we collect web pages from web sites Su-
perPage, Shopping.com and shopLocal. Table 7
gives number of pages and categories from each
web site. It is observed from both data sets
that category directories from different web sites
can be quite different. They may adopt differ-
ence names for the same categories, and different
structures to organize categories.

For each web page, we run term extraction to
extract terms from each page, and term selection
to select informative terms. We use χ2-statistic
approach for term selection, that achieves the
best overall performance as shown in [16]. Terms
are weighted by TF/IDF scheme that is widely
used in information retrieval.

Let n be the total number of selected terms.
Each document dj is represented as a vector
~dj = (w1j , w2j , ..., wnj), where wij is the TF/IDF
weight of term ti in document dj . Cosine simi-
larity [?] is a widely used measure to determine
the similarity between two documents that is de-
fined as the inner product normalized by vector
lengths. Given two vectors of documents, ~dj and
~dk, the cosine similarity is defined as follows.

We use linear classifier for probability estima-
tion. In linear classifier, each category is rep-
resented as a term vector. To classify a new
document x, we compute the cosine similarity
between x and every category, and assign to it
the category that has the largest similarity. In
our experiment, each category is represented as
a term vector that is the sum of the term vectors
of all documents under that category.

6 Experimental Result

In the experiment, we choose α = 1 that means
equal weight is assigned to P (B|h) and P (h|B).
We implement a name-based approach in which
two categories are mapped if they have the same
name, and combine it with our approach.

In Chinese data set, only 20 mappings are
identified by name-based approach. Our ap-
proach identify 67 mappings, and the combined
approach is able to identify 74 mappings.Figure
1 gives some example of the mappings identified
by our approach. Many categories, such as, for
example, categories watches, pets and toys, in
Yahoo! shopping are distributed to several cat-
egories in PChome. Our approach are able to
discover them.

In English data set, similar result is achieved.
The experiment shows that our approach per-

forms quite well.

7 Conclusion

In this paper, we present an efficient approach
for mapping categories between directories from
shopping web sites. We formulate category map-
ping as a search problem, and develop a greedy
selection algorithm that is able to identify sim-
ple as well as complex mappings. Experiment
shows that our algorithm perform quite well
in both Chinese and English data sets. Note
that category-constrained search is a very pop-
ular mechanism provided by many information
sources. Although, in this paper, we focus on
on applications in web shopping search, our ap-
proaches can be used to mapping categories in
other applications such as online news as well.
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Sim(dj , dk) = cos(~dj , ~dk) =
~dj • ~dk

| ~dj || ~dk |
=

t∑
i=1

(wij ∗ wik)
√

t∑
i=1

w2
ij ∗

t∑
i=1

w2
ik

(1)

Website Number of Number of
name URL pages categories

Yahoo! http://buy.yahoo.com.tw/ 6863 80

PChome http://shopping.pchome.com.tw/ 3738 144

Table 1: Data Source of Chinese Shopping Websites

Website Number of Number of
name URL pages categores

SuperPage http://www.superpages.com/ 22929 112

Shopping.com http://www.shopping.com/ 31922 110

Table 2: Data Source of English Shopping Websites
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Yahoo! Shopping website PChome shopping website F1-measure value

1 / /LCD/ PChome/ / /LCD/ 0.7741935483870968 

2 / / /

PChome/ / / /

PChome/ / / /

PChome/ / / /

0.8409090909090908 

3 / / /

PChome/ / / /

PChome/ / / /

PChome/ / / /

0.8555850532385599 

4 / / / PChome/ / / /

PChome/ / / /

0.45454545454545453 

5 / DVD/ / PChome/ / / / 0.010526315789473684 

6 / / /

PChome/ / / /

PChome/ / / /

PChome/ / / /

PChome/ / / /

0.8 

7 / / / PChome/ / / / 0.6666666666666666 

8 / / /

PChome/ / / /

PChome/ / / /

PChome/ / /Burts/ 

0.6870020964360587 

9 / /PC/ PChome/ /3C/DIY/ 

PChome/ /3C/ /

0.9049098819142324 

10 / / / PChome/ /3C/ / 0.8702531645569619 

11 / DVD/DVD/ PChome/ / /DVD/ 0.011695906432748537 

12 / / /

PChome/ / / /

PChome/ / /KOSE/ 

PChome/ / / /

0.11834319526627218 

13 / DVD/ / PChome/ / / /

PChome/ / / /

0.011374407582938386 

14 / / / PChome/ /3C/ / 0.9670295730059455 

15 / DVD/ / PChome/ / / / 0.22058823529411764 

16 / / / PChome/ /3C/ /

PChome/ / / /

0.6202723146747353 

17 / / /

PChome/ / / /

PChome/ / / /

PChome/ / / /

0.5084745762711864 

18 / /Ocean/ PChome/ / / / 0.5 

19 / / / PChome/ / / / 0.961038961038961 

20 / / / PChome/ / / / 0.5714285714285715 

21 / / / PChome/ / / /

PChome/ / / /

0.8217522658610271 

22 / / / PChome/ / / / 0.06666666666666667 

Figure 1: Detailed mapping result of Yahoo! shopping website and PChome shopping website(1).
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