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Abstract 

 
Efficiently and effectively finding the genes with 

similar behaviors from microarray data is an 
important task in bioinformatics community. 
Co-expression genes have the same behavior or are 
controlled by the same regulatory mechanisms. 
Clustering analysis is a very popular technique to 
group the co-expressed genes into the same cluster. 
One of the key issues for clustering gene expression 
time series data is to define the similarity between 
two time series. Distance measurements and 
correlation coefficients are commonly used similarity 
definitions. Two time series might be very distant, but 
they might be similar if a few items are dropped off 
from one of the two time series. In this paper, we 
consider this new aspect of time series similarity, 
denoted “shift effect,” which indicates temporal gap 
between two time series. 

For partition based clustering methods, users 
have to specify the target number of clusters. This is 
usually done by means of try-and-error to pick up a 
number from a large range. In order to solve this 
problem, we apply sequential pattern mining 
technique by treating time series as sequences. The 
number of frequent patterns is the number of target 
clusters. All the time series supporting a sequential 
pattern are the initial members of a cluster. Then, 
each time series is iteratively re-assigned to a 
suitable cluster.  

Keywords: microarray, gene expression, time 
series, clustering analysis 
 
1. Introduction 

 
Adapt to the genome sequences of human is 

defined, what we want to know urgently is how to 
annotate the information of DNA sequence, which is 
called gene annotation. There are about forty 
thousand functional genes in human genome, and 
these functional genes control the biochemical 
phenomenon of heredity, growth, and disease. 

Among these functional genes, a large number of 
them have not been discovered the functionalities. 
For this reason, the researches of probing gene 
functionalities will be very important and an urgent 
demand in bioinformatics in the future. 

Many analysis tools help biologists to discover 
co-expressed genes. During these tools, Microarray 
which is the most familiar tool helps to do the work. 
In once Microarray experiment, about 40,000 genes 
from 10 samples under 20 different conditions can be 
experimented. The result of Microarray experiments 
is an image data and it is scanned and transferred into 
numeric data which called expression levels. The 
data of several the same Microarray experiments with 
the same samples under different time points forms 
gene expression time series data. The data format of 
gene expression time series data is expressed as table 
1. We will apply our clustering algorithm on gene 
expression time series data, and groups the 
co-expressed data in the same clusters. These clusters 
will help biologists to probe the relation between 
genes and physiological reactions. 

The partition-based iterative clustering method 
we addressed is divided into three parts: First, data 
preprocessing, second clusters adjusting, and third 
stop criterion checking. Each time series is 
discretized and translated into a sequence. Frequent 
patterns of the gene expression time series data set 
are found by mining frequent patterns. And then, let 
the set of time series which support the same pattern 
be grouped into the same cluster. For each time series 
in the data set, the nearest neighbors of the time 
series are found and to decide if it will be re-assigned 
to another cluster which the most nearest neighbors 
belong to. At last, checks if no time series is 
re-assigned to another cluster and terminate the 
clustering algorithm. It means that the clusters are 
stable. 

 
 

2. Related Work 
 

Frequent pattern mining [AS95] is based on 
association rule mining. It is the mining of frequently 
occurring patterns related to time or other sequences. 
Frequent patterns help to analysis the relationship of 
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events at different time points. 
 Clustering is the process of grouping data with 

similar character into the same class or the same 
cluster. The character of clustering is that objects in 
the same cluster have high similarity and objects in 
the different clusters have low similarity. Clustering 
is also an important analysis technique in 
bioinformatics recently. Traditional clustering 
techniques can be distinguished as three common 
types which are partition-based clustering methods, 
hierarchical clustering methods, and density-based 
clustering methods. These clustering methods have 
been applied to cluster gene expression time series 
data. But, there are still some problems when 
clustering gene expression time series data using 
traditional clustering methods [JPZ03].  

In partition-based clustering such as K-means 
[THC99] and SOM [TSM99], the users are requested 
to give the number of clusters. The result of 
clustering gene expression data is usually unable be 
forecasted. The parameter of the number of cluster 
may decrease the accuracy of the result of clustering. 
And another issue of partition-based clustering is that 
most algorithms use distance-based measure metrics 
and lead to the sphere shape clusters. 

In hierarchical clustering such as CURE [GRS98] 
and ROCK [GRS99], the result of clustering forms a 
hierarchical structure, called dendrogram. It is a 
difficult problem to decide where to cut the 
dendrogram and get the suitable clusters. Expert 
domain knowledge usually helps to do it. In 
hierarchical clustering, two elements are jointed 
based only on the distance measurement of the 
elements. When elements are joined, they could not 
be separated anymore, and it will lead the clustering 
process to a wrong way. Another drawback of 
hierarchical clustering is that the inner structure of 
clusters is usually unintelligible.  

In density-based clustering such as DBSCAN 
[EKS96] is quite sensitive to the parameters of time 
series density. These parameters are used to be 
thresholds that if a time series is one of cores of a 
cluster. The suitable parameters are hard to resolve in 
a complex data set. The noises of data sets are 
usually distributed randomly, and the density within 
clusters must be obvious higher than the density of 
the outlier. For the reason, density-based clustering is 
suitable to highly noisy data sets such as the case of 
gene expression time series data sets.  

YORF Time 
point 1 

Time 
point 2 

… Time 
point m

Gene 1 0.23 0.11 … -0.02 
Gene 2 -0.17 0.02 … -0.34 
Gene 3 0.69 0.33 … 0.21 

…
 

…
 

…
 

…
 

…
 

Gene n 0.08 0.22 … -0.01 

In this paper, we overcome the challenge of 
partition-based clustering. The initial clusters are 
generated by mining frequent patterns in our method. 
Genes with similar tendency are grouped first and 
each cluster is formed according to the characteristic 
of genes. It is more confident for clustering. 
 
3. Motivation 
 

Although many traditional clustering methods 
had applied to gene expression time series data, 
several challenges were generated as above. How to 
cluster gene expression time series data efficiently 
and accurately is an important task for bioinformatics. 
Gene expression time series data clustering should 
tolerant both biological variances and non-biological 
noises. The accuracy of the result of time series 
clustering based on the similarity measurement. 
Common used similarity definitions such as distance 
measurement and coefficient measurement can not be 
applied on measuring the similarity between time 
series straight. In many cases, time series with sift 
effect exist in the data and the common used 
similarity definitions could not solve the problem of 
shift effect. We apply a mixed similarity function for 
gene expression time series similarity. The clustering 
algorithm we addressed is based the nearest 
neighbors and the result of clustering would not lead 
to the sphere shape clusters. We expect that it will 
improve the accuracy of the result of gene expression 
time series clustering. 
 
4. The Algorithm of KNN Clustering 
 
4.1. Data preprocessing 

 
In order to mine the patterns of gene expression 

time series data, each time series must be translated 
as a sequence. The changes of consecutive time 
points during the time series are expressed as 
symbols in sequence. Let { }nttttT ,,,, 321=  be 

a time series with length n, Tσ  and Tη  be the 
standard deviation and mean value of time series T. 
Before discretizing the time series T, normalization 
of each time series helps to exclude the effects of 
scalability and offset. Each element it  of time series 
T is normalized as 

nitt
T

Ti
i ≤≤

−
=′ 1,

σ
η

. 

A normalized time series { }nttttT ′′′′=′ ,,,, 321  
can be transformed into a sequence 

{ }121 ,,, −= nsssS  as 

1 , 1 1i i
i

T

t ts i n
σ
+⎢ ⎥′ ′−

= ≤ ≤ −⎢ ⎥
⎣ ⎦

. 

Table 1: Format of gene expression time 
series data 
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The threshold Tσ  is used to determine the 
degree of the significant change between the 
consecutive time points. The large change between 
the consecutive time points during the time series 
express a large value in the sequence. There is an 
example illustrates as table 2. 

After all the time series in the data set are 
transformed into sequences and forms a sequence 
data set. Several frequent patterns are generated by 
mining frequent pattern on the data set. For some 
sequences which support no frequent patterns are not 
considered at the procedure of clustering, and the 
sequences may be meaningful for researches. These 
frequent patterns are regarded as initial clusters. 
Genes support the same frequent pattern mean that 
they have portions of similar expressions, and a high 
possibility indicates that they may be assigned to the 
same cluster.  

A special case that can not be solved by many 
clustering methods depend on Euclidean distance is 
time series with similar profiles have long Euclidean 
distance. Two time series have similar profile but 
having a temporal offset should be considered similar 
and belonged to the same cluster in bioinformatics. 
But, the distance between the time series measured 
by Euclidean distance is a long distance, and they 
may be distributed into different cluster.  

The problem occurred base on the definition of 
similarity. The time series with “shift effect” are 
illustrated in Figure 1. The Euclidean distance of 
YLR256W and YPL028W is 1.483, and the value of 
correlation coefficient between YLR256W and 
YPL028W is -0.509. But, we will get high similarity 
of the two time series after deleting the last point of 
YLR256W and the first point of YPL028W, and then 
let YPL028W be shifted one time point left. The time 
series are illustrated in Figure 2. After processing, the 
Euclidean distance of YLR256W and YPL028W is 
0.792, and the value of correlation coefficient 
between YLR256W and YPL028W is 0.623. The 
similarity between YLR256W and YPL028W 
increases greatly. 

 Time series Sequence 
G1 (0.21, 0.35, 0.89, 0.34, 0.11) (0, 3, -4, -1) 

G2 (-0.2 ,0.11 ,0.03, 0.22, -0.13) (3, 0, 2,-4) 

G3 (0.97, 0.38, -0.14, -0.91, 0.01) (-1, -1, -2, 1)

…
 

…
 

…
 

Gn (0.11, 0.15, 0.47, 0.65, 0.92) (0, 1, 1, 1) 
 
Because the greater part of clustering methods 

apply to cluster time series may defined the similarity 
first. Before the similarity is defined, the regulation 
of scaling, base line shifting, and offset handling 
were be finished, and then use the Euclidean distance 

as the definition of similarity. Some time series with 
similar profiles may indicate that they have high 
similarity. But, due to the influence of shift effect, the 
time series have large Euclidean distances between 
them. Therefore they may be assigned to different 
clusters at last. After some elements of these time 
series are removed, we can find that they have small 
Euclidean distances. This is an issue in clustering 
gene expression time series data. 

Another issue is produced in generating initial 
clusters by mining frequent patterns. There may be 
several genes support not only one frequent pattern. 
Patterns may be supported by partial the same genes 
and form intersected clusters. In clustering, a time 
series can exist in just one cluster. For the reason, a 
gene which supports several patterns can be just 
assigned into one cluster. A solution is that the gene 
is assigned into the cluster which has the maximum 
length of frequent pattern it supports. 
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4.2. Adjusting clusters 
 

When each time series is assigned into only 
one cluster, the next step is to adjust the clusters. It 

Figure 1: Two time series profiles having 
large Euclidean distance 
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Table 2: Transferred time series into 
sequences 

Figure 2: Two time series after excluding 
shift effect 
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re-assigns a time series from a cluster to another if 
the later cluster is more suitable for the time series. It 
is an iterative procedure to re-assign time series into 
the most suitable clusters. The nearest neighbors of 
time series are used as the basis of time series 
re-assignment. The detail description will be stated in 
next section. The procedure will stop until all of the 
clusters are static. During the step below, we just 
consider the time series suppose at least one frequent 
pattern. In the next section, we will first define a 
similarity metric for the similarity measurement of 
time series and explain our proposed clustering 
algorithm. 
 
4.3. Similarity definition 
 

Before adjusting the clusters, similarity metric 
must be defined first. The similarity metric is one of 
the major factors of accuracy for time series 
clustering. There are some issues for measuring 
similarity between time series such as scalability, 
baseline offset, outliers, and shift effect. None of the 
common used similarity definition could solve these 
issues simultaneously. At another viewpoint, what we 
concerned with not only the intensity of expression 
but also the time points which are inducement or 
restraint. In this paper, we define the similarity metric 
by collocating common used similarity metrics. 

One of the similarity metrics we used is standard 
correlation coefficient. The similarity between two 
time series X , Y of length n  was define as 

( )( ) ( )( )∑ ∑∑ ∑
∑ ∑ ∑

−−

−
=

nyynxx

nyxyx
YXr

iiii

iiii

//

/
),(

2222
 

 The value of ),( YXr is between 1 and -1. 
The correlation coefficient is known to have good 
results in clustering and analyzing time series 
[ESB98]. But correlation coefficient may not get the 
similarity when two time series with shift effect. For 
the reason, we cooperate with another similarity 
metric to improve the defect. 

 Another similarity metric we used is Longest 
Common Subseries Length (LCSL) [RCL01]. Two 
time series with the greater part similar expression 
levels could get high similarity calculated by LCSL. 
The distance between two time 
series { }1 2, , , nX x x x= , { }1 2, , , nY y y y=  

was define as LCSL( X ,Y ) which is the ratio of the 
greater part common similar expression level of X  
and Y of length n [DGM96]. The longest common 
subseries are explored as bellow: 

( ) ( )1 , 1 ,
1

j
i j

y
x y i j nε

ε
≤ ≤ + ≤ ≤

+
 

where, εis a parameter which is between zero and 1. 

Two time points x and y are considered to be the 
same only when the difference between x and y is not 
over the multiple of ε. According to the definition, 
the longest common subseries of two time series can 
be explored. 

Let LCSS(X,Y) be the length of the longest 
common subseries of time series X and time series Y 
with length n and the similarity of X and Y is denoted 
as LCSL(X, Y). 

( , )( , ) LCSS X YLCSL X Y
n

=  

LCSL can clearly indicate the degree of common 
expression portions but not concern the intensity of 
expression level. 

 Based on the characteristic of correlation 
coefficient and LCSL, the value of correlation 
coefficient of X and Y is normalized and denoted 
as ( , )r X Y′  first. Lastly, we integrate both 
similarity metrics and define the similarity of time 
series X andY as:  

( ) ( ) ( )1 2, , ,sim X Y w r X Y w LCSL X Y′= × + ×

In the equation, 1w and 2w are the weights of both 
similarity metrics. The definition of similarity takes 
both the intensity of expression level and the degree 
of common expression portions into account. It may 
be more suitable for gene expression time series 
clustering. 
 

4.4. KNN clustering 
 

After generating the initial clusters, the vantage 
point of each cluster which likes centroid must be 
found for clustering first. The vantage point of one 
cluster represents a time series in the cluster. The 
vantage point is the time series which has the 
maximum sum of similarity with the rest time series 
in the cluster. During every iterative path, the vantage 
point of each cluster would be re-elected. 

KNN clustering is a partition based clustering. 
Rather than requesting users for the target number of 
clusters, the more confident clusters were generated 
by mining frequent patterns. Each initial cluster 
contains time series suppose the same expression 
pattern. The number of final clusters does not 
guarantee to be the same of the number of initial 
clusters. Some clusters may disappear when all of 
time series in the clusters are re-assigned to other 
clusters during the process of clustering. 

In KNN clustering, the k nearest neighbors of 
each time series must be found first for clustering. 
Which cluster one time series should be re-assigned 
bases on the distribution of the clusters nearest 
neighbors belong to. The k nearest neighbors of one 
time series may exist in several different clusters and 
the clusters are the candidate clusters that the time 
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series will re-assign to. There are two cases when one 
time series is re-assigned. First, there is only one 
cluster contains the most number of nearest 
neighbors of the k nearest neighbors. In the case, the 
time series will be re-assigned to the cluster contains 
the most nearest neighbors. The other case, there are 
more than one clusters contain the same and the most 
nearest neighbors of the k nearest neighbors. In this 
case, the similarities between the time series and the 
vantage points of all clusters with the most nearest 
neighbors will be calculated. The time series is 
re-assigned to the cluster with the maximum 
similarity between the vantage point and the time 
series. 

When all of the time series are tested, the vantage 
point of each cluster is re-elected. Then the algorithm 
checks if the stop criterion is true. If there are time 

series which are re-assigned at this iteration, the stop 
criterion is set as false and the KNN clustering 
algorithm is restarted. The KNN clustering algorithm 
will be reiterated until no time series are re-assigned 
to another cluster. When all of the clusters were 
stable, the clusters are the result of gene expression 
time series clustering. The KNN clustering algorithm 
is described in Figure 3. 
 
5. Conclusion and Future Work 
 

Clustering is one of the most important 
techniques for finding the genes with the same 
expressions. Many traditional clustering methods 
help to cluster gene expression time series but they 
have several drawbacks and may not suitable. In this 
paper, we address a partition-based clustering 
algorithm and tie in frequent pattern mining to cluster 
gene expression time series data. 

The principal of our clustering method is to 
improve some challenges of traditional clustering 
methods. In our method, we define a combinative 
similarity metric that pay attention on both the 
intensity of expression level and the degree of 
common expression portions.  

Another improvement is that the number of target 
clusters are generated meaningfully, and users don’t 
have to predict how many clusters may exist. 
Subsequently, the time series are trained and 
re-assigned to the suitable clusters. Therefore 
embedded clusters and highly intersect clusters can 
be handled efficiently. One case that many traditional 
clustering methods which depend on Euclidean 
distance can not solve is that time series with similar 
profile but have large Euclidean distances. For this 
case, the time series usually were assigned to 
different clusters by traditional clustering methods, 
and the problem can be improved in our algorithm. 

What we confer in the future is two parts. The 
first part is that for our similarity metric, if we can 
find suitable weights used for correlation coefficient 
and LCSL. It may let our similarity more suitable for 
gene expression time series clustering. The other one 
is that the frequent patterns were generated by 
requesting users to give the minimum supposes. In 
place of requesting the minimum supposes given by 
users, we want to discover a method to generate a 
suitable minimum suppose. And the method for 
generating minimum supposes will be suitable for 
use on different data sets. 
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