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Abstract. Recommendation systems utilize data analysis techniques to the problem of helping users find the 
items they would like. Example applications include the recommendation systems for movies, books, CDs 
and many others. As recommendation systems emerge as an independent research area, the rating structure 
plays a critical role in recent studies. Among many alternatives, the collaborative filtering algorithms are gen-
erally accepted to be successful to estimate user ratings of unseen items and then to derive proper recommen-
dations. In this paper, we extend the concept of single criterion ratings to multi-criteria ones, i.e., an item can 
be evaluated in many different aspects. For example, the goodness of a restaurant can be evaluated in terms 
of its food, decor, service and cost. Since there are usually conflicts among different criteria, the recommen-
dation problem cannot be formulated as an optimization problem any more. Instead, we propose in this paper 
to use data query techniques to solve this multi-criteria recommendation problem. Empirical studies show 
that our approach is of both theoretical and practical values. 
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1 Introduction 

As the information technology advances, people usually encounter the problem of information overloading. Also, 
people always have their own preference when choosing what they need. To connect such personal opinions 
with available data items of a huge amount imposes a great challenge for researchers. Prior studies have shown 
that recommendation systems can help to resolve difficulties by providing users recommendations on choosing 
data items. Specifically, recommendation systems apply data analysis techniques to the problem of helping users 
find the items they would like to favor the most. Examples of such applications include recommending books, 
CDs, movies, news articles to users in many e-commerce websites. 

Recommendations can be based on demographics of the users, overall top selling items, or past buying habit 
of users as a predictor of future items. Nevertheless, as recommendation systems emerge as an independent 
research area in recent years, researchers started focusing on recommendation methods explicitly on rating struc-
tures. Specifically, each user can provide a rating for a specific item to express the degree of preference. In prior 
studies, many techniques are developed to estimate ratings of unseen items for the user who is to be recom-
mended and thus to recommend items with the highest estimated rating. Among many alternatives, the collabo-
rative filtering algorithms are generally accepted to be the most successful recommendation techniques to date. 
The basic idea of collaborative filtering algorithms is to identify similarities among users or items, and then to 
generate rating estimations by utilizing the similarity information. 

In this paper, we focus on extending the concept of single criterion ratings to multi-criteria ones, i.e., an item 
can be evaluated in many different aspects. For example, the goodness of a restaurant can be evaluated in terms 
of its food, decor, service and cost. This extension of multi-criteria ratings has significant impacts on existing 
recommendation techniques. First of all, in our opinion, the recommendation problem cannot be formulated as 
an optimization problem any more since there are usually conflicts among different criteria. In other words, 
since people may usually hesitate to make decisions when there is no overwhelmingly good item among all the 
candidates, it is impractical to have such an optimal item as the recommendation. Secondly, a high dimensional 
space is required to represent all of the candidate items in terms of multiple rating criteria. Lastly but not the 
least, more efforts have to be done in addition to the rating estimations for a feasible recommendation technique. 

Consequently, we propose in this paper to use data query techniques to solve this multi-criteria recommenda-
tion problem. The idea is that instead of choose the optimal candidates as recommendations, our approach filters 
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w

 a hybrid approach [4] by combining 

out relatively poor candidates which are dominated by some other candidates. Therefore, the multi-criteria rec-
ommendation problem can be formulated as a skyline query problem. To illustrate the usefulness and to evaluate 
the feasibility of our approach, some real datasets generated in practical applications are collected and used in 
our examples. 

The rest of the paper is organized as follows. An overview of the recommendation systems and relevant rec-
ommendation techniques are explored in Section 2. The multi-criteria recommendation problem and our ap-
proach for solving this problem are developed in Section 3. Empirical studies of utilizing our approach on prac-
tical applications are conducted in Section 4. This paper concludes with Section 5. 

2   Related Works on Recommendation Techniques 

Recommendation systems have attracted an increasing amount of research interests in recent years. To explore 
the usage of recommendation systems, an overview is provided in Section 2.1. To focus on our discussion on 
collaborative recommendation systems, we further investigate the two popular techniques, i.e., the user-based 
and the item-based collaborative filtering, in Section 2.2. 

2.1   Overview of Recommendation Systems 

A recommendation system is a system that assists a user in evaluating items by providing predictions and opin-
ions as a recommendation [1][2]. Examples of such applications include recommending books, CDs, movies, 
news articles to users in many e-commerce websites. Note that recommendation systems range from manually 
operated ones where users can recommend items to other users by writing reviews, to automated ones where a 
list of recommended items can be generated automatically for individual users [3]. Moreover, techniques on 
improving the effectiveness of a recommendation system constitute a problem-rich research area since they help 
users to deal with information overload and offer personalized recommendations, content, and services. 

A formal definition of the recommendation problem [4] can be illustrated as follows. Let C be the set of all 
users and let S be the set of all items to be recommended, such as books, movies, or restaurants. Then, the rec-
ommendation problem is to choose items sc hich maximize the utility for each user ci ∈

 
 S  C
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∈
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w
totally ordered set. Consequently, to design an efficient and effective approach to resolve this recommendation 
problem poses a great challenge to researchers. 

In relevant studies, recommendation systems c
 how recommendations are made [5]. 

(1) Content-based recommendations: the u
in the past; and 
Collaborative re
preferences liked in the past. 
he main idea of the content-b

 what the user has looked at recently or has purchased in the past. Specifically, the utility u(ci, s) of  item s for 
user ci is estimated based on the utilities u(ci, sj) assigned by user ci to items sj ∈ S which are similar to item s. 
For example, to recommend movies to user ci, the content-based recommendation system tries to discover the 
commonalities (e.g., specific actors, directors, or subject matters) among the movies which user ci has rated 
highly in the past. Then, only the unseen movies which have a high degree of similarity to the preferences of 
user ci would be recommended. 

A major drawback of the content
hich is not similar to any of the preferred items of a specific user, it cannot be recommended to that user by the 

content-based methods. However, if this new item is popular with many other people, a recommendation is 
likely to be made in practice. To generalize this idea, the collaborative methods recommend items to a specific 
user based on the opinions of other like-minded users. Specifically, the utility u(ci, s) of item s for user ci is esti-
mated based on the utilities u(cj, s) assigned by those users cj ∈ C who are similar to user c. For example, to 
recommend movies to user ci, the collaborative recommendation system tries to find peers of user ci (i.e., other 
users who have similar tastes in movies and thus rate the same movies similarly). Then, only the unseen movies 
that are most highly rated by the peers of user ci would be recommended. 

In prior studies, several recommendation systems are developed using
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2.2 Collaborative Filtering Recommendation System 

The collaborative recommendation method or more specifically, the collaborative filtering (abbreviated as CF) 

 
Intuitively, once the ratings for the yet unrated items are estimated, the user can be recommended with the 

ite

ed CF algorithms build for each user a neighborhood of users (i.e., peers) with similar ratings in the 

ty computations, the k-nearest neighbors (kNN) 

lternatives of similarity calculations. Two most popular ones are presented 
he

llaborative and content-based methods. This hybrid approach reduces certain limitations of either content-
based or collaborative methods, and is used for recommending books, CDs, and news articles in practice [6]. 

technique is generally accepted to be a successful recommendation technique to date. We thus focus on extend-
ing the capabilities of CF recommendation systems in this paper. In addition, as recommendation systems 
emerge as an independent research area in recent years, researchers started focusing on recommendation meth-
ods explicitly on rating structures. As shown in Fig.1, the ratings collected from users can be represented as a 
User × Item matrix, with an entry rui representing either the rating user u gave to item i, if he rated it, or null 
otherwise. 
 

 
Fig.1. The User × Item matrix  (m × n) 

m(s) having the highest estimated rating. Consequently, different recommendation techniques use different 
methods for estimating ratings of unrated items. In prior works, two most popular types of CF algorithms are 
developed: 
(1) User-bas
User × Item matrix. Ratings from these users are then employed to generate estimations. 
(2) Item-based CF algorithms compute a set of similar items for each item according to the contents of the User 
× Item matrix and use these similarities to generate estimations. 
Since either user-based or item-based algorithms rely on similari
algorithm is then commonly used [7] to estimate item ratings for the target user. The entire User × Item matrix is 
used to generate such estimations.  

It is noted that there are a few a
re, i.e., the correlation-based similarity and the cosine-based similarity. Firstly, the Pearson correlation for-

mula in statistics can be used for computing similarities. For example, when measuring the similarity between 
user i and user j, we can have the following equation. 
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here I is the set of items user i and j both rated, rik is the rating user i gave to item k, and w ir  is the average rat-

luing of user i. Secondly, another similarity metric can also be used by computing the cosine va e between two 
vectors. For example, when computing similarities between items, each item is thought of as a vector in the 
|users| multidimensional space, and the similarity between item i and j can be computed using the cosine-based 
similarity. 
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It is noted that Wij is shown in both equations (2) and (3) since the calculated similarities are taken as weight-
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g values when performing kNN in the next step for estimating ratings as weighted sums. Specifically, the top k 
items (or users) which are most similar to the target item (or user) are selected, and finally the predictions for 
user i and item i are computed using the formula of weighted sum. Note that when utilizing the user-based CF 
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algorithms, the previous ratings given by the target user are also referenced. In general, the goal is to predict the 
utility of a certain item for a particular user based on his previous likings and the opinions of other like-minded 
users. As a result, we have the following equations for both user-based and item-based CF algorithms. 
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here Pu,a stands for the predicted rating of item a for user u. 

s, the overall process of generating recommenda-
tio

xample 1 (User-based CF recommendations): Assume that ratings on some movies are collected as shown 

Table 1. An example of movie ratings given by some users 

 Star Contact Titanic Matrix 007 Face/Off 

User1 

w
To further illustrate the concepts of these two CF algorithm
ns using either user-based or item-based CF algorithms can be best understood in the following examples. 

 
E
in Table 1. Each entry rij is ranged from 0 to 10 where a higher value means a better perception of useri toward 
the j-th movie. 
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To recommend a movie to user6, we need to estimate the ratings of the three unseen movies, i.e., Titanic, Ma-

trix and 007. If the user-based CF algorithm is utilized and the Pearson correlation is adopted as the similarity 
metric, we can calculate the similarity value for user1 and user6 using equation (2). To facilitate next steps, the 
mean values are calculated based on co-rated items first, i.e., the movies are rated by both user6 and useri for 
i=1~5 respectively. 
 

.33.7
3

886  and  ,7
2
104  ,6

3
468

,8
3

10410  ,25.7
4

89210  ,6
4

64410

543

216

=
++

==
+

==
++

=

=
++

==
+++

==
+++

=

rrr

rrr
 

 
hus, T

.52.0                             
)25.78()25.79()25.72()25.710()66()64()64()610(

)25.78)(66()25.79)(64()25.72)(64()25.710)(610() ,( orr uc

16

22222222
61

W

userser

==

−+−+−+−−+−+−+−

−−+−−+−−+−−
=

 
imilarly, we can have W26 = 0.90, W36 = 0.56, W46 = 1 and W56 = -0.81. Moreover, if k = 3 is selected for the S

kNN algorithm, it is obviously that user4, user2 and user3 are the top-3 users who have the most similar opinions 
with user6. Next, we can estimate the rating of the movie “Titanic” for user6 using equation (4a) as 
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imilarly, we can have  and . Thus, the movie “007” is recommended to 

est estimated ratin ng three candida
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user6 since it has the high g amo tes. 
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Example 2 (Item-based CF recommendations): As in Example 1, the problem of recommending user6 a good 
movie is to be solved here using the item-based CF algorithm. If the cosine-based similarity is adopted, we can 
calculate the similarity value between two movies using equation (3). Note that since there are three candidate 
movies, each of them is examined respectively. Firstly, we can have the similarity of “Titanic” and “Star Wars” 
as 

.85.0
102881010

)108210810()Titanic"" , Wars"Star"cos(
222222

14 =
++∗++

×+×+×
==W  

 
Note that this item-item similarity is computed by looking into co-rated items only, i.e., null terms are ignored 
when using equation (2). Similarly, we can have W24 = 0.65, W34 = 0.94 and W47 = 0.80. Thus, the top-3 mov-
ies whose ratings are most similar to those of “Titanic” are “Contact”, “Star Wars” and “Face/Off”. Next, we can 
estimate the rating of the movie “Titanic” for user6 using equation (4b) as 
 

.59.6
80.085.094.0

80.0685.01094.04
Titanic"" ,user6

=
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Similarly, we can have  and . Thus, the movie “Titanic” is recommended to 

user
67.4Matrix ,user6

=P 66.4007 ,user6
=P

6 since it has the highest estimated rating. 
 

One may notice that the results of Example 1 and Example 2 are not identical. This is because different algo-
rithms are adopted to generate recommendations. In practice, there are usually different opinions from different 
recommendation systems which suggest that more than one item could be good candidate to a specific user. 
More insights of this issue will be explored in following sections. 

In addition to the above techniques which operates on the entire User × Item matrix, some other techniques 
generate recommendations by utilizing different models, including Bayesian networks [8], clustering [9], horting 
[10], and association rules [11][12]. Bayesian networks create a model based on a training set with a decision 
tree at each node and edges representing user information. This approach may prove practical for environments 
in which user preferences change slowly with respect to the time needed to build the model, but is not suitable 
for environments in which user preferences must be updated frequently. Clustering techniques identify groups of 
users who appear to have similar preferences. Therefore, recommendations for a target user can be made by 
averaging the opinions of the other users in that cluster once the clusters are created. However, clustering tech-
niques usually produce less-personal recommendations than other methods. Horting is a graph-based technique 
in which nodes are users, and edges between nodes indicate degree of similarity between two users [10]. Predic-
tions are produced by walking the graph to nearby nodes and combining the opinions of the nearby users. Algo-
rithms to discover association rule are also used in some prior works to find associations between co-purchased 
items and then generates item recommendation based on the strength of the association between items [12]. 

3   Incorporating Multi-Criteria Ratings in Recommendation Systems 

As mentioned in Section 2, the rating structure plays a crucial role in developing recommendation systems. 
However, if this rating structure is generally extended to be a multi-dimensional one, recommendation algo-
rithms developed in prior works may encounter some conflict. To further investigate the problem of multi-
criteria ratings, corresponding issues are generally explored in Section 3.1. The techniques used for multi-
criteria decision analysis are also discussed in Section 3.1. Moreover, we develop in Section 3.2 an extensive 
approach to solve the multi-criteria recommendation problem by utilizing the concept of skyline queries. 

3.1 From Single Criterion to Multi-Criteria Ratings 

Most of the current recommendation systems deal with single criterion ratings, such as ratings of movies and 
books, as described in Section 2. Nevertheless, in some applications, such as recommendation systems for res-
taurants, it is crucial to incorporate multi-criteria ratings into recommendation methods [4]. For example, many 
restaurant guides, such as Zagat Survey [13], provide four criteria for restaurant ratings: food, decor, service and 
cost. To extend the rating structure with such multi-criteria ratings, an example is provided in Table 2. One may 
notice that when the concept of multi-criteria ratings is introduced, each user may give two or more ratings to an 
item to express his degree of preference on different aspects. For simplicity, only two criteria, i.e., food and 
decor of the restaurants, are listed in Table 2. Nevertheless, more than two criteria can be generally considered 
in practical applications. 
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The recommendation problem becomes more complicated with this structure of multi-criteria ratings. The in-
trinsic difficulty comes from the possibly conflicting criteria, e.g., the food of a restaurant is delicious while the 
decor is primitive. Moreover, when there is no overwhelmingly good item among all the candidates, one may 
usually hesitate to make decisions. Consequently, it is a great challenge to develop a proper recommendation 
technique to guide people to make choices. 
 

Table 2. An example of restaurant ratings given by some users on (a) food; and (b) decor 

Food R1 R2 R3 R4 R5 R6

User1 6 8 null 4 8 8 
User2 null 4 6 null null 8 
User3 6 null 4 6 4 null
User4 null 2 8 null 2 2 
User5 null 8 4 8 2 6 
User6 6 8 4 ? ? ? 

(a) 
 

Decor R1 R2 R3 R4 R5 R6

User1 10 8 null 10 8 6 
User2 null 2 4 null null 2 
User3 10 null 6 10 2 null
User4 null 6 4 null 2 6 
User5 null 8 6 4 10 8 
User6 10 8 6 ? ? ? 

(b) 
 

To the best of our knowledge, although multi-criteria ratings have not yet been examined in prior works on 
recommendation systems, they have been extensively studied in the operations research community [14][15]. 
Specifically, there are several methods proposed in prior works to resolve the issue of multi-criteria decision 
analysis (abbreviated as MCDA). A typical problem in MCDA [16] is concerned with the task of ranking a finite 
number of decision alternatives, each of which is explicitly described in terms of different attributes (or decision 
criteria) which have to be taken into account simultaneously. In practice, an alternative might be better than 
another alternative in terms of one criterion, and worse in terms of another criterion. As one can imagine, a real-
life engineering problem can usually involve the need to evaluate alternatives in terms of conflicting criteria. 

To remedy this problem, the possible alternatives (or options) and corresponding criteria are represented as a 
two-dimensional decision matrix. As the rows and the columns of a decision matrix represent decision alterna-
tives and criteria respectively, a value found at the intersection of a row and a column represents a criterion 
outcome. Note that the different weights for each criterion may be provided to reflect the relative importance 
when making decisions among all the alternatives. Thus, typical solutions to the multi-criteria optimization 
problem in MCDA take a linear (weighted) combination of multiple criteria, and thus reduce the problem to a 
single-criterion optimization problem. 

In our opinion, the above approach used in MCDA cannot by directly applied in the multi-criteria recommen-
dation problem as discussed in this paper. The major difficulty is that the weights of different criteria vary with 
different user and vary with time. For example, some people may think that price is the most important criterion 
when choosing restaurants, while others may not think so. Also, one usually can afford higher prices to dine in a 
restaurant with wonderful decor in certain anniversaries than usual days. Consequently, a proper recommenda-
tion technique should not assume that the weights of all criteria are time-invariant and exactly known. Moreover, 
the naive approach of taking the weighted average of all criteria as a summarized score results in less informa-
tion and fails to provide proper recommendations. Therefore, we shall develop in this paper a novel view and an 
innovative approach for solving the multi-criteria recommendation problem. 

3.2 Extending CF Techniques for Multi-Criteria Recommendations 

As mentioned in Section 2, the CF techniques are accepted to be successful to solve the recommendation prob-
lem with single criterion. When this recommendation problem is extended to be with multiple conflicting criteria, 
the CF techniques can still be utilized to estimate the ratings for each criterion, respectively. However, equation 
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(1) may become questionable with the problem of multi-criteria recommendation, since it suggests the candidate 
with the maximum utility, i.e., estimated rating, should be recommended. In the case of multi-criteria recom-
mendation, there is usually no such optimal candidate which is with the highest (estimated) ratings in terms of 
all criteria. For a better illustration, the multi-dimensional space is utilized for representing all the candidates. 
Specifically, each criterion forms a dimension while each candidate maps to a point whose coordinates are de-
termined by its estimated ratings. This idea can be best understood with the following example. 
 
Example 3: Suppose that a restaurant can be evaluated using two criteria, i.e., food and decor. User ratings are 
collected as shown in Table 2. To recommend restaurants for user6, ratings of the three unvisited restaurants, i.e., 
R4, R5 and R6, are estimated. The user-based CF algorithm is used for rating estimation in this example, and the 
estimated results are {R4: 6.2, R5: 4.9, R6: 6.5} for food, and {R4: 8.5, R5: 7.1, R6: 7.5} for decor. Note that the 
ratings are estimated on each criterion, respectively. As a result, these estimated ratings of the three restaurants 
can be mapped to three points in the 2-dimensional space as shown in Fig.2. 
 
 

 

R4 (6.2, 8.5)

R6 (6.5,7.5)
R5 (4.9, 7.1)

2 4 6 8 100

2

4

6

8

10

food

de
co

r

Fig.2. Transforming multi-criteria ratings into points in a multi-dimensional space 
 
 

In Example 3, when making recommendations to user6, the restaurant R5 is obviously a poor candidate since it 
is dominated by either R4 or R6. Nevertheless, R4 and R6 are both good candidates since R4 is with better decor 
and R6 is with better food. Consequently, in our opinion, recommendations with multiple conflicting criteria are 
no longer an optimization problem, but a data query problem. In general, we propose in this paper the concept 
of regarding the recommendation problem as discovering a few good items among a large number of candidates. 
In other words, a proper technique should be developed to filter out relatively poor candidates in terms of all 
criteria. 

Note that our idea can be formulated as the problem of skyline queries [17] in the database field. Formally 
speaking, given a d-dimensional dataset, a point p is said to dominate another point q if it is better than or equal 
to q in all dimensions and better than q in at least one. A skyline is a subset of points that are not dominated by 
any others. Skyline queries, which return skyline points, are thus useful in many decision making applications 
that involve high dimensional datasets. In this paper, the problem of multi-criteria recommendations can be 
taken as a skyline query problem when the ratings are estimated. 

Generally speaking, all the candidate items can be represented as points in the multi-dimensional space. For 
simplicity, we assume that as a user likes an item more, the corresponding rating gets higher for all criteria. 
Thus, to make proper recommendations, it is necessary to identify skyline points among numerous candidates. A 
simple example with two criteria is shown in Fig. 3. Items E, F, G and H are considered poor candidates since 
each of these points is dominated by some other points. Thus, items A, B, C and D are considered good candi-
dates, i.e., skyline points, to be recommended to the user. Moreover, the skyline is formed by connecting these 
four points A, B, C and D. Note that similar concepts can be easily extended to a k-dimensional space where k 
stands for the number of criterion. 
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Fig.3. An example of identifying skyline points from numerous candidates 

4   Empirical Studies 

Many real datasets of user ratings on different topics can be found on the Internet, including the Movielens 
movie ratings [18], the Jester joke ratings [19], the Book-Crossing book ratings [20], the Parliament voting [21] 
and many others. However, most of the available real datasets are with single criterion, i.e., each user can only 
have one rating for a specific item. To further investigate the problem of multi-criteria recommendations, some 
closely relevant datasets can be found at the Zagat Survey [13]. It is a worldwide provider of consumer survey 
on dining, travel and leisure information. As what we need, Zagat Survey separately rates the distinct qualities of 
a restaurant (Food, Decor, Service and Cost), hotel (Rooms, Service, Dining and Public Facilities) and other 
leisure categories, e.g., nightlife and attractions, based on a 30-point scale. Some data entries are collected as 
shown in Table 3. 

 

Table 3. Multi-criteria ratings of some restaurants from the Zagat Survey 

Restaurant Food Decor Service Cost 
B's Bar-B-Q 19 7 14 $9 
Amura Japanese 23 19 21 $23 
Vivaldi 22 20 20 $28 
Panera Bread & Café 22 19 17 $11 
Daybreak Diner 24 18 25 $9 
Globe 23 25 18 $17 
Chatham’s Place 28 24 25 $52 
Vito’s ChopHouse 28 25 26 $33 
Butcher Shop 22 22 19 $39 
Everglades 23 22 21 $41 

… … … … … 

 

Note that in Table 3, each restaurant is given numerical ratings for food, decor and service and typical cost is 
given in US dollars. Also, the approach adopted by Zagat Survey is to summarize the ratings and opinions of 
thousands of users. Although this allows people to search for their needs based on a variety of criteria, one may 
still need a recommendation system to precisely obtain their personalized recommendations by filtering out poor 
candidates. This makes our approach feasible in practical applications. 

To facilitate next steps of our approach developed in Section 3, data preprocessing is required to be executed 
on the original dataset, e.g., the dataset shown in Table 3. Without loss of generality, we conduct normalization 
on the ratings of each criterion. Specifically, the ratings for food, decor and service in Table 3 are proportionally 
normalized to be within the range of 0 to 10. Moreover, since it is more beneficial for people to have a meal at a 
cheaper price, we give higher ratings to restaurants with low costs and vice versa. Table 4 shows the normalized 
results of data entries in Table 3. 
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Table 4. Normalized ratings of some restaurants from the Zagat Survey 

Restaurant Food Decor Service Cost 
B's Bar-B-Q 6.3 2.3 4.7 9.8 
Amura Japanese 7.7 6.3 7.0 7.0 
Vivaldi 7.3 6.7 6.7 6.0 
Panera Bread & Cafe 7.3 6.3 5.7 9.4 
Daybreak Diner 8.0 6.0 8.3 9.8 
Globe 7.7 8.3 6.0 8.2 
Chatham’s Place 9.3 8.0 8.3 1.2 
Vito’s ChopHouse 9.3 8.3 8.7 5.0 
Butcher Shop 7.3 7.3 6.3 3.8 
Everglades 7.7 7.3 7.0 3.4 

… … … … … 

 
Once the collected dataset is in a proper format, we can then perform the skyline query to choose better res-

taurants as recommendations for users, especially for the users who have never visited those restaurants. 

5   Conclusions 

As recommendation systems attract increasing research interests in recent years, many practical applications 
start to adopt data analysis techniques to derive recommendations for their users. In this paper, we have ex-
tended the concept of single criterion ratings to multi-criteria ones to meet the requirements of more practical 
recommendation systems. Moreover, we have considered the multi-criteria recommendation problem as a data 
query problem, instead of the optimization problem from the traditional view. Specifically, the techniques of 
handling skyline queries have been utilized when there are conflicts among item ratings in terms of multiple 
criteria. To evaluate the effectiveness of our approach, empirical studies have been conducted to show that our 
approach is feasible in practical applications. 
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