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Abstract-In feature selection of text categorization, there
are methods which handle word sense disambiguation by
extracting synonymy and polysemy among words in docu-
ments. One of the methods utilizes latent topics underlying
documents by using a topic model. PLSA and LDA have
been proposed as representative models. In this paper, two
features which include both TF-IDF and the latent topic val-
ues which extracted automatically from topic models were
utilized for text categorization using AdaBoost. Then, the
performances were compared with the ones of only TF-IDF
features. As a result, this study evaluates effectiveness and
weakness of the augmented features.
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1. Introduction

Currently, standard feature selection of text categorization
uses a base of so-called Bag-of-Words (BOW) consisting of
only raw words in documents. BOW can not handle syn-
onymy and polysemy among vocabularies. Therefore, es-
sential meanings of words can not be handled sufficiently.
To resolve the problem of BOW, two methods were mainly
proposed to manage essential meanings of words. The fun-
damental idea of the methods is adding essential meanings
of words to BOW features such as TF-IDF. One of the meth-
ods utilizes a thesaurus dictionary1 [1][2] which could han-
dle synonymy and polysemy. The method finds common
synonyms among words in a document and uses frequency
of extracted synonyms as additional text features. For ex-
ample, if Soccer and Baseball occur in a document, Sports
is extracted as a common synonym from used dictionary.
However, it is very difficult to estimate the appropriate num-
ber of going up hypernyms of words. For example, although
Soccer and Marathon may have Athletics as a common syn-
onym generalizing the words, it can not know whether the
document tends to the concept actually. Furthermore, as
the performances of the categorization seriously depend on
both the corpus domain and the used dictionary, this method
is limited by corpus and dictionary. Another method uti-
lizes a topic model [3]. The topic model can automati-
cally extract latent topics from documents. The basic idea

1WordNet is often used in the dictionary method.

of the topic model assumes that a document has multiple
topics, and a word appears on a topic. Latent topics are
represented as probabilities and statistically derived from
the probabilistic definition. When the latent topics are de-
rived, a occurrence rate of each word on topics and a topic
distribution of each document can be obtained. The topic
model methods are robust because it can apply any corpora
without the problems of the dictionary methods. Probabilis-
tic Latent Semantic Analysis (PLSA) [4] supports the topic
model. PLSA was utilized for text categorization in [3], and
topic values of PLSA were used as additional features in
the study. In this paper, Latent Dirichlet Allocation (LDA)
[5] which extends the structure of PLSA model was also
used. This paper’s experiment uses the same way of [3], but
our work analyzed additively the comparison of the perfor-
mances between PLSA and LDA to investigate advantage
of the topic models. The purpose of our study was survey-
ing the potency of latent topics as additional features in text
categorization. The augmented features consisting of the
topic values and TF-IDF were applied to text categorization
for two corpora. Then, the performances of the augmented
features were compared with the ones of only TF-IDF fea-
tures. From the results, effectiveness and weakness of the
augmented features were considered.

2. Method

2.1. Probabilistic Latent Semantic Analysis

PLSA was proposed by Hofmman [4]. PLSA represents
Latent Semantic Analysis (LSA) [6] as probabilistic model.
PLSA assumes that a document d; (i = 1,2,...N) has
latent topics z; (k = 1,2,...,K) and words w; (j =
1,2,..., M) occur on one latent topic. Figure 1 shows the
graphical model of PLSA. The joint probability of d; and
w; is defined by:

K
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and the log likelihood function for all documents is given:
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n(d;,w;) denotes the observed number of the joint ap-
pearance of d; and w;. The parameters, P(w; |z;) and
P(zy | d;) which maximize (2), can be solved using Ex-
pectation Maximization (EM) algorithm of maximum like-
lihood estimation. Concretely, the following update equa-
tions are calcuated:
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In PLSA, the number of the estimated parameters are kV +
kM which grows linearly as M increases. This tends to
cause overfitting to the learned documents. Indeed, to relax
overfitting, Tempered EM [4] is used for the estimation. In
this experiments, however, the model was not applied to un-
known documents in terms of measuring the perplexity. For
this reason, overfitting problem was not considered in this
study.

2.2. Latent Dirichlet Allocation

LDA which was proposed by Blei et al [5]. LDA extends the
structure of PLSA model. LDA assumes that a document is
represented as random variables denoting topic distribution,
and a word occurs on the word probabilities of the topic
corresponding to the word. The estimated parameters do
not depend on the number of documents. Hence, LDA does
not have the problem of overfitting of the PLSA model. The
probabilistic distribution of each document follows Dirich-
let distribution. The terms are defined: documents in a cor-
pus D = (wy,wa,...,wpr), a sequence of words in a
document w = (w1, wa, ..., wy ), the number of word vo-
cabularies is V, and latent topics denote 2 (k =1, ..., K).
The Dirichlet distribution is given by:

F(ZZK 1 O‘t) 9a1 1
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a = (a1, qe,...,ak) is the parameter of the Dirichlet dis-
tribution and @ = (6,02, ..., k) is the random variable as
the topic distribution of each document. The word prob-
abilities on each topic are represented as K x V matrix
B = {Bi;} = pw;]|z). Given a3, the joint probabil-
ity of 0, z, w is:

N

P0,z,w|a,B) = P(0|a) [[ P(z.|0)P(w, | 20, B)
n=1
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By marginalizing 8 and summing over z, a document prob-
ability is given:

P(w|a,B)
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The equation (8) is intractable. To make it tractable, the
equation is approximated by utilizing variational Bayes. In
variational Bayes, the maximization of the lower bound of
Jensen’s inequality about P(w |, 8) is estimated. Con-
cretely speaking,
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In (9), Q(O, z | v, ¢) which maximizes the right side of the
inequality is solved by utilizing maximum likelihood esti-
mation. Q(6, z |, ¢) is represented as:

N
QO.z|7,6)=QO[7) [[QGzalen)  (10)
n=1

- is the parameter of the Dirichlet distribution for the doc-
ument. (¢1,...,¢n) are the multinomial parameters deter-
mining the topic for the nth word in the document. Note
that v can be interpreted a set of topic frequencies for a
document. By the derivative of the right side of (9) set to be
zero, the update equations of ¢ and ~ for a document are
obtained:
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U function is the first derivative of log I'. By using the con-
vergence value of ¢, the update equation for (3 is given:
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wgn take 1 only if the nth word in the document d is w; and
the other cases take 0. The update equation with regard to



«a is estimated by utilizing Newton-Raphson method?. The
graphical model of LDA is shown in Figure 1.
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Figure 1: Graphical models of PLSA and LDA.

2.3. AdaBoost

AdaBoost [7] is a representative method of ensemble learn-
ing. AdaBoost performed high accuracy compared to the
other learning methods in text categorization [8]. The ba-
sic idea of AdaBoost is combining weak hypotheses into
one strong hypothesis as majority voting. In this study, Ad-
aBoost. MH which is an algorithm of AdaBoost was uti-
lized because AdaBoost MH marked higher performance
than the other algorithms of AdaBoost. The terms are
defined: training set (x1,%1),.-., (Tm,Ym) Where x; €
X,y € Y = {1,-1}. X is a set of examples. If
a example belongs to the target category, Y takes 1. In
the other cases, Y takes -1. 7T is the total number of
rounds and h; denote a weak hypothesis at a round ¢. The
algorithm of AdaBoost.MH is defined by the following:

1: Training set : (x1,y1), .-, (Tm, Ym)
wherex; € X, y; € Y ={1,-1}.
2 : Initialize Dy (i) = 1/m.
3:Fort=1,...,T:
4 : Choose the weak hypothesis h; following criteria.

h; = arg min e; where
h

ee= Y Dyi).
i:h(z) £y
5: Compute oy € R
1 1-— (&3
= —In(—).
a 2 n( €t )
: Update the distribution :

Diya(i) = Dy (1) exp(}?tyi hi(x;))

where Z; is the normalization factor.

(=)

7 : Get the final strong hypothesis :

T
f@) =" athi(x).

In AdaBoost, each training example has D;(i) where

2The update equation about cx can be referred in Blei’s paper [5].

Zi]\il Dy (i) = 1 and Dy(i) > 0. Dy(%) denotes the weight
of the example at the round ¢. At the first round, D(t)
is initialized to uniform the distribution. In each round,
the optimal weak learner is chosen and learns the weighted
training examples. « is the weight for the weak hypothesis
which grows as e; decreases. Dy is updated as misclassi-
fied examples getting high weight. Therefore, as the rounds
increases, the difficult examples to classify are focused. Fi-
nally, the strong hypothesis is obtained by combining o
and h; of all of the rounds. In this experiments, Boostexter
[10] was used for AdaBoost.MH implementation. Boostex-
ter can handle continuous value of features such as TF-IDF.
For the domain of continuous values of the feature, the weak
learner learns the optimal threshold. The threshold denotes
that the examples are classified to the category when the
feature value is more than the threshold, and vice versa.

2.4. Topic Features in Text Categorization

When the latent topics are applied to text categorization,
for a document, the feature values of the topics are repre-
sented as (P(z1 |d), ..., P(zk | d)) on PLSA which denote
the topic distribution and (71, ...,vx) on LDA which de-
note the set of the topic frequencies. In the parameters, if
the words which have a similar meaning each other are in
the document, the feature value of the topic related to the
meaning is augmented. For example, if there are Windows
and Bill Gates in the document, the two words contribute
to the topic value such as Microsoft. Meanwhile, although
the word including the multiple meanings, the suitale topic
value corresponding to the word is augmented because the
word occurred on one topic is assumed in the topic models.
For example, if Apple appears in the document, the related
topic Computer can be considered by according to the word
in the document although the word also has Fruit. Thus,
word sense disambiguation can be considered. In recent
years, Support Vector Machine (SVM) had higher perfor-
mance than the other learning methods in text categoriza-
tion as well as AdaBoost [9]. In this paper, SVM was not
used because the bias is not explicitly to combine the two
heterogeneous dimensions including TF-IDF and topic val-
ues. In contrast, already mentioned, AdaBoost can combine
the different classifiers to one strong classifier. Based on the
idea of combining the weak classifiers which is consisting
of TF-IDF and the topics values, AdaBoost was utilized in
this experiment as like used in [3]. Note that in the past
research, although text categorization using only topic fea-
tures as feature reduction were experimented, it is doubtful
to raise up the performance because some of the important
words may be disregard. Therefore, both two features were
used in this experiments.

3. Experiments

3.1. Settings

Reuter-21578 and OHSUMED collection[11] were used to
evaluate the performances in this experiments. Reuter-



21578 collection is Reuter’s news articles in 1987. For the
Reuter collection, Aptemod split was used to divide all doc-
uments to the training and test documents. 90 categories
which were included at least once in both the training and
test documents were selected. Then, 7768 training docu-
ments and 3019 test documents were obtained. OHSUMED
collection is medical abstracts of Medical Subject Head-
ings in 1991. 6286 training documents and 7463 test doc-
uments were used for the classification about the 23 dis-
ease categories. All documents of two corpora were tok-
enized for symbols such as punctuation and removed stop
words which mean general words. To extract latent topics,
all the documents consisting of the training and test doc-
uments were used. The number of the latent topics was
set to K = 10,...,200 considering the time to extract the
LDA topics®. The convergence threshold of the EM step
was set to 0.0001 for PLSA and LDA respectively. Figure
2 shows the flowchart in this experiments. First, all features
which include both TF-IDF and topic values were extracted.
Second, AdaBoost learns the features of the training docu-
ments. Finally, AdaBoost classifies the test documents.

Features of
training documents
TF-IDF
All documents @
e —
@ Topic values
Training docs
a AdaBoost
e — Features of @
test documents
Test docs
- TF-IDF
Topic values

Figure 2: Flowchart in experiments.

3.2. Evaluation Metrics

One-Error was used for the evaluation. In general, a
document has multiple categories. Since AdaBoost is a
binary classifier, AdaBoost learns for each category and
gets the final strong hypothesis corresponding to the cat-
egory. Then, AdaBoost classifies a test document into
one category which is the highest value of the final hy-
pothesis function in all categories. One-Error measures
the misclassified numbers that the documents was classi-
fied to the undefined categories. Terms are defined: test
set S = {(z1,Y1), (m,Ym)} where Y denotes all of the
categories of a test example x. The classifier is H(z) =
arg max;cy f(x) where ) denotes all of the categories in
the corpus. One-Error is defined:

m

One — Error = p— Z [H(xz) ¢ Yi]

i=1

3For instance, to extract 200 topics of LDA in the OHSUMED corpus,
25 hours was taken at least in 3.2 GHz CPU.
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Figure 3: Comparison of number of topics of PLSA and
LDA at rounds 200 of AdaBoost with only TF-IDF feautes
on Reuter-21578.

3.3. Reuter-21578 Collection

One-Error of the augmented features including both the
topic values and TF-IDF was compared with only TF-
IDF features by adjusting the number of latent topics
K =10,...,200 for PLSA and LDA. Supplementarily, the
words which have the highest probabilities on each topic by
LDA model setting K = 20 were shown in Appendix.A.
Figure 3 shows all of the augmented features improved the
only TF-IDF features at the rounds 200 of AdaBoost. In
particular, K = 10 in PLSA and K = 70 in LDA marked
the highest performance respectively. Table 1 shows the
augmented features improved One-Error at least 2% for the
only TF-IDF features. The result shows that the augmented
features for text categorization were very effective. Figure
4 shows the comparison by adjusting the rounds ¢ < 10000.
On all of the rounds, the augmented features outperformed
the only TF-IDF features. Moreover, the added 70 topic fea-
tures of LDA outperformed the added 10 topic features of
PLSA from almost ¢ > 2000, although the PLSA features
outperformed the LDA features at the rounds ¢ = 200. It
means the performances are very different according to the
rounds for the topics. Note that in Figure 4, One-Error of
TF-IDF stop decreasing from ¢ > 8000. However, One-
Error of added topic features continue to decrease from
t > 8000. Incidentally, in the same number of topics & = 70
on PLSA and LDA, the performances were different, al-
though it was not explicit which one was more effective.

3.4. OHSUMED Collection

OHSUMED collection has very different contents from
Reuter-21578. However, in the same way, the latent topics
were automatically extracted by PLSA and LDA, One-Error
of the augmented features adjusting the number of topics
k =1,...,200 were also compared with only TF-IDF fea-
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Figure 4: Comparison of number of rounds of AdaBoost in
PLSA and LDA with only TF-IDF features on Reuter-21578

Method One-Error

TF-IDF 0.135
+PLSATopicl10 0.109
+LDATopic70 0.114

Table 1: The highest performances of the added topic fea-
tures of PLSA and LDA compared with only TF-IDF fea-
tures at rounds 200 of AdaBoost on Reuter-21578.

tures. In fact, one of the optimal topic numbers for PLSA
was found at & = 400 in the previous work [3]. In this
paper, to experiment the added topic features of PLSA and
LDA all together, the number of topics was limited. There-
fore, the performances of the augmented features may be
more worse than the 400 topic models. On the basis of the
fact, Figure 5 shows the comparison of the performances by
the number of topics at the round ¢ = 2000. The number of
topics £k = 60 on PLSA and £ = 40 on LDA marked the
highest performance respectively shown in Table 2. Some
added features improved only TF-IDF features slightly, al-
though the other added latent topics made the performance
worse. It seems that the number of the latent topics could
not match the corpus successfully. From the result, it could
be said that choosing the number of the topics was a critical
issue of added topic features for text categorization.

Method One-Error

TF-IDF 0.344
+PLS ATopic60 0.340
+LDATopic40 0.336

Table 2: Performance of the added topic of PLSA and LDA
compared with only TF-IDF at rounds 2000 of AdaBoost on
OHSUMED.
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Figure 5: Comparison of number of topics of PLSA and
LDA at rounds 2000 of AdaBoost on OHSUMED with only
TF-IDF features.

4. Conclusion and Future Work

In this paper, latent topic values was used for text catego-
rization as additional features using AdaBoost. In the re-
sults, some added topic features outperformed only TF-IDF
features. Therefore, it can be concluded that adding latent
topics to TF-IDF feautes was very effective to classify doc-
uments. However, there were the cases that the augmented
features made the performance worse because the number
of the topics might not match the corpus. It means that de-
termining the number of the added topic features was very
important issue to improve the performance. Moreover, ac-
cording to the rounds on AdaBoost, the performances were
different. Hence, determining the number of rounds on Ad-
aBoost was also important. In the practice of the applica-
tion, the estimation time of determining the optimal num-
ber of topics may be a bottleneck. Therefore, studying the
theory of extracting automatically effective number of the
topics will be the further study.
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