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Abstract

In this paper, we presenta SMPQ:Spiral-Multi-
PathQoSroutingprotocolin theMANET, while
the MAC sub-layeris adoptedthe CDMA-over-
TDMA channelmodel. This work investigates
the bandwidth reservation problem of an on-
demandQoSroutingin a wirelessmobilead-hoc
network. The proposedapproachincreasesthe
robustnessof a route lies in identifying a robust
path,namelyspiral-multi-path, from sourcehost
to destinationhost, in a MANET to satisfycer-
tain bandwidthrequirement.This paperaimsto
strengthenthe route-robustnessand increasethe
successrateof theQoSroute.Performanceanal-
ysisresultsdemonstratesthatourSMPQprotocol
outperformsotherprotocols.

1. Intr oduction

A wirelessmobile ad-hocnetworks (MANET)
[9] consistof wirelessmobile hosts that com-
municatewith eachother, in the absenceof a
fixed infrastructure. A multi-hop scenariooc-
curs in a way that packets sent by the source
host are retransmittedthrough several interme-
diatehostsbeforereachingthe destinationhost.
In a MANET, hostmobility resultsin frequently
unpredictabletopologychanges.SinceMANET
is characterizedby its fast changingtopology,
extensive researchefforts have beendevoted to
the design of routing protocols for MANETs
[5, 6]. These protocols, when searchingfor
a route to the destination,only concernswith
shortest-pathrouting and the stability of routes
in theMANET’s dynamicallychangingenviron-
ment.Connectionswith quality-of-service(QoS)
requirements,such as multimedia with band-
width constrains,arelessfrequentlyaddressed.
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Someworks recentlystartedto studytheQoS
issuein the MANET. [3, 4, 7, 8, 10, 11, 12, 13,
14, 15]. A ticket-basedQoS routing protocol
is initially proposedin [2] to find a route sat-
isfying certainbandwidthanddelayconstraints.
Thebasicideausesticketsto limit thenumberof
route-searchingpacketsto avoid the blind flood-
ing operation.A QoSroutingprotocol,proposed
by Lin and Liu, [11, 12] calculatesthe end-to-
endpathbandwidthin MANET consideringthe
CDMA-over-TDMA channelmodel. Recently,
a multi-path QoS routing protocol is proposed
by Liao et al. [10]. This QoS routing proto-
col presentsa multi-path conceptto satisfy the
bandwidthconstraints.A bandwidthrequirement
is split into sub-bandwidthrequirements,while
eachone is responsibleby one of the multiple
paths.This schemeobtainsbettersuccessrateof
finding a QoSroute,especiallyif theMANET is
in a low-bandwidthenvironment.Unfortunately,
Liao’s schemedo not considertheradiointerfer-
enceproblem.However, existingschemesarenot
handlethemobility-tolerantproblemwell. Effort
will be madeto develop a QoSroutewith high
successrateof findinga QoSrouteandmobility-
tolerantcapability.

This paper calculates the end-to-end path
bandwidth under CDMA-over-TDMA channel
model, underthe samemodel assumedin [12].
The multiple accessschemein MAC sub-layer
of MANET in this paperis adoptedthe CDMA-
over-TDMA channelmodel. In the model, the
use of a time slot on a link is only depen-
dent of the statusof its one-hopneighboring
links. Recently, Chenet al. [6] presenta robust
pathscheme,namelyspiral-pathapproach,to de-
velop on-demandspiral-pathrouting andmulti-
castrouting protocols[5, 6], which are not the
QoS routing protocols. One other contribution
of this paperis a QoS-extensionspiral-pathrout-
ing protocol. Our QoS-extensionrouting proto-



col surelyinheritstherobustpathcapabilityfrom
spiral-pathscheme[5, 6].

This paper proposesa SMPQ: Spiral-Multi-
Path QoS routing protocol in the MANET. We
addressthe bandwidth reservation problem of
an on-demandQoS routing in a MANET. The
proposedapproachincreasesthe robustnessof a
route lies in identifying a robust path, namely
spiral-multi-path, from sourcehost to destina-
tion host, in a MANET to satisfy certainband-
width requirement.Performanceanalysisresults
demonstratethatourSMPQprotocoloutperforms
otherprotocols.Themostimportantcontribution
of this paperis to combinethe spiral-pathand
multi-path to designa new robust QoS routing
protocol.

The restof the paperis organizedasfollows.
Section2 presentsbasicideaandmotivation.Our
protocolis developedin section3 andexperimen-
tal resultsarediscussedin section4. Section5
concludesthis paper.

2. BasicIdea and Challenge

TheSMPQ(Spiral-Multi-PathQoS)routingpro-
tocol is a fully distributedscheme,which aimsto
dynamicallyidentify the spiral-multi-path, from
sourcehost to destinationhost, in a MANET to
satisfy the bandwidthrequirement. Before for-
mally definingthespiral-multi-path,thenetwork
modelis assumedasfollows.TheMACsub-layer
in our model is implementedby using CDMA-
over-TDMA channelmodel. Eachframe is di-
vided into a controlphaseanda dataphase.The
CDMA-over-TDMA channelmodel is assumed
by following the samemodel which definedin
[11, 12]. The CDMA (code division multiple
access)is overlaid on top of the TDMA infras-
tructure. Multiple sessionscansharea common
TDMA slotvia CDMA. To overcomethehidden-
terminalproblem,an orthogonalcodeusedby a
hostshouldbedifferentfrom thatusedby any of
its two-hopneighbors.A codeassignmentproto-
col shouldbe supported(this canberegardedas
an independentproblem,which canbe found in
[11, 12]). Thebandwidthrequirementis realized
by reservingtime slots on links. Under sucha
model,theuseof a time slot on a link is only de-
pendenton thestatusof its one-hopneighboring
links. Eachdataphaseof a frameis assumedto
bepartitionedinto κ time slots. A free time-slot
list is definedasF

�
α1 � α2 � � � � � ακ � or denotedas�

α1 � α2 � � � � � ακ � � Let � N1 � N2 � � � � � Nk � denotedas
a path from nodeN1, � � � � to nodeNk. For in-
stance,F

�
1 � 3 � 4 � 5 � 6� representsthat free time

slots1 � 3 � 4 � 5 and6.
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Figure1: A spiral-pathapproach.
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Figure2: A multi-pathapproach.

Observe that our spiral-multi-pathschemeis
constructedby combining the spiral-path and
multi-pathschemes[6][10]. We initially review
the spiral-pathand multi-path routing protocols
in [6][10]. First,aspiral-pathroutingis proposed
by Chenet al. in [6]. The spiral-pathis a ro-
bust routing structure,denotedasspiral-pathPk,
asdefinedbelow.

Definition 1 Spiral-path [6]: Given a path P,
if every node of path P connects to the next k-
hop node in path P by some extra, disjoint links.
Therefore, the path P and all extra links form a
spiral-path Pk � where length of extra links is equal
to k �

For instance,a spiral-pathPk is illustratedin
Fig. 1(b). The route-robustnesscapability of
thespiral-pathis achievedby maintainingbackup
links. The morenumberof backuplinks is, the
higher route robustnesswill be. If any link is
failed,thefailed link is replacedimmediatelyby
the backuplink. If we considerthe spiral-path
P2 � then all extra links’ length is equal to 2 as
illustratedin Fig. 1(a). Observe that this paper
considersthe spiral-pathP2 using in our spiral-
multi-pathrouting.

Secondly, a multi-path schemeis proposed
by Tsenget al. [10]. The multi-path scheme
is to split the bandwidthrequirementinto sub-
bandwidthrequirementsto improve the success
rateof identifying theQoSroute.Fig. 2(a)gives
an exampleif the bandwidthrequirementequals
to B units. Fig. 2(b) shows that thereis no uni-
path to satisfy the bandwidthrequirementfrom
nodeS to nodeD. Fig. 2(c) illustratesthatmulti-
path routing is used,while eachof multi-paths
is responsiblefor small bandwidthrequirement.



Multi-path approachoffers a highersuccessrate
to find a satisfactory QoS route than thosepro-
tocols which try to find a uni-path. Unfortu-
nately, themulti-pathroutingis not providing the
mobility-tolerantcapability.

The spiral-path [6] is an uni-path rout-
ing scheme,but our proposedspiral-multi-path
schemeis a multi-path routing scheme. Our
schemeprovidesthemobility-tolerantcapability.
Thedefinitionof spiral-multi-path,or denotedas
SMP, is verysimilar with thedefinitionof spiral-
pathPk. A branchnodeis formally givenherein
beforedefiningthe spiral-multi-path. A nodeis
saidasa branchnodeif thereexist at leasttwo
disjoint pathsfrom a samenode,thensuchnode
is a branchnodes.For instanceasshown in Fig.
3, nodeG is a branchnodedueto therearefour
disjoint pathsfrom nodeA. Observe that, in the
spiral-path[6], only uni-path,betweentwo adja-
centbranchnodes,actsasprimarypathfor trans-
mitting data. The spiral-multi-pathis formally
definedbelow.

Definition 2 Spiral-multi-path: A spiral-path is
said as a spiral-multi-path if the spiral-path uses
multiple paths as the primary path to transmit
data between two adjacent branch nodes.

The spiral-path is a special case of spiral-
multi-pathif primary pathfrom A to G is a uni-
path. However, the spiral-multi-pathis seenas
a spiral-path,exceptfor usingmulti-pathaspri-
marypath. As illustratedin Fig. 3, two disjoint
paths+ A , E , F , G - and + A , D , G - areusedfor trans-
mitting data. The designchallengebuilds in the
differencesof time slot reservation for the uni-
pathandthemulti-pathbetweeneachpair of ad-
jacentbranchnodes.DenoteXY asthe link be-
tweennodeX and nodeY . Given two adjacent
branchnodesA and E as shown in Fig. 4(a).
Time slotsreserve to AD andAC are / 1 , 20 and
/ 1 , 40 , respectively. Slot 1 is sharedby AD and
AC, sinceonly one link is usedin the uni-path
routing. Similarly, time slotsreserve to DE and
CE are / 3 , 60 and / 6 , 70 , while slot 6 is shared
by DE and CE. Observe that multi-path rout-
ing doesnot allow sametime slots reserved to
differentlinks betweena pair of adjacentbranch
nodes. Fig. 4(b) shows that reserved time slots
for AD andAC are / 1 , 20 and / 40 . Efforts will
bemadeto reservetimeslotsfor thespiral-multi-
pathrouting.

Figure3: Exampleof a spiral-multi-path.

Figure4: Time-slotreservationscheme.

3. Our Spiral-Multi-P ath QoSRout-
ing Protocol

3.1. Phase1: Keeping Local Link-State In-
formation

Thisphaseaimsto notonly identify branch nodes
andbranch supernodes, but alsokeeplocal link-
stateinformation. The identificationof branch
nodes andbranch supernodes allows usto possi-
bly constructthespiral-multi-path.Moreover, lo-
callink-stateinformationwill beusedin theroute
discoveryphaseto reservepathbandwidthfor the
spiral-multi-path.

Some notations are defined herein. If
free time slot lists of two neighboring
nodes A and B are / α1 , α2 , 1 1 1 , ακ1 0 and/ β1 , β2 , 1 1 1 , βκ2

0 , κ1 23 κ2 , we define an
intersection function 45+ / α1 , α2 , 1 1 1 , ακ1 0 ,/ β1 , β2 ,61 1 1 , βκ2

0 - 3 + γ1 , γ2 , 1 1 1 , rκ3 - ,
where + γ1 , γ2 , 1 1 1 , rκ3 -879/ α1 , α2 , 1 1 1 , ακ1 0 ,+ γ1 , γ2 , 1 1 1 , rκ3 -:7;/ β1 , β2 , 1 1 1 , βκ2

0 , and κ3 <
min/ κ1 , κ2 0 . Let + γ1 , γ2 , 1 1 1 , rκ3 - represented
as sharedfree time slots betweennodesA and
B. This indicatesthat time slots of commu-
nicating betweenA and B should be selected
from + γ1 , γ2 , 1 1 1 , rκ3 - . For example as shown
in Fig. 5(a), free time-slot list of S and A are
/ 1 , 2 , 4 , 7 , 80 and / 1 , 3 , 4 , 5 , 60 , respectively,
so 4=+ / 1 , 2 , 4 , 7 , 80 ,>/ 1 , 3 , 4 , 5 , 60 - 3 + 1 , 4- as



illustratedin Fig. 5(b). Node S communicates
with nodeA in timeslots ? 1 @ 4A B

Recalledthe definition of branchnode, Fig.
5(a) indicates that nodesS and C are branch
nodes and two disjoint paths ? S @ A @ C A and
? S @ B @ C A exist betweenS and C. In the fol-
lowing, we presenthow to identify the branch
node in a MANET. The identification is ac-
complishedby periodically flooding a Beacon
packet within two hops. The beaconformat
is denotedas Beacon(hopnumber, path record,
free slotspath record C iD ), wherehopnumber denotes
the packet lifetime by limited the number
of hops, path record, a path using an array
to store it, records the history-path from the
initiated-the-beaconnodeto thecurrentnode,and
free slotspath record C iD recordsthefreetime-slotlist
for eachnode path record E iF . We formally de-
scribethe identifying operationof branchnode
below.

A1) Each node N initiates and floods a Bea-
con(hopnumber GHG , path record E 1F = E N F @
free slotsN), where hopnumber I 3 (or
4A , records the free time-slot list into
free slotsN @ and re-forward the Beacon
packet to all neighboring nodes. The
flooding processis repeatedlydone until
hopnumber I 0, while path record records
the history-path from node N to current
node and free slotspath record C iD records the
freetime-slotlist in nodepath record E iF .

- For instanceas shown in Fig. 5(a), if a
Beacon1 packet travelsalongpath ? S @ A @ C A @
node C eventually received the Bea-
con1(path record = E S @ A @ C F , free slotsi),
where free slotsS IKJ 1 @ 2 @ 4 @ 7 @ 8L @
free slotsA IMJ 1 @ 3 @ 4 @ 5 @ 6L @ and
free slotsC INJ 2 @ 3 @ 4 @ 5 @ 6 @ 7 @ 8L B

A2) The sharedtime-slot list of a link band-
width in path path record is obtained
by calculating the intersection functionO ? f ree slotspath record C iD @ f ree slotspath record C D i P 1 A @
wherei Q 1 B

- For instance as shown in Fig.
5(b), the shared time-slot list of
link SA is

O ? f ree slotspath record C 1D @
f ree slotspath record C 2D ARI O ? f ree slots
path recordS

@ f ree slotspath recordA
ASIO ? J 1 @ 2 @ 4 @ 7 @ 8L @ J 1 @ 3 @ 4 @ 5 @ 6L ATI;? 1 @ 4A B

A3) Let a node received two different Beacon
packets, which denotedas Beacon1 and
Beacon2. If path record[1] of Beacon1 is
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Figure5: Identifyingbranchnodes/supernodes.

equalto path record[1] of Beacon2, thenthe
nodeis abranchnode.

- For instanceasshown in Fig. 5(b), if nodeC
alsoreceivedasecondBeacon2(path record
= E S @ B @ C F , free slotsi) from nodeS, where
free slotsS I J 1 @ 2 @ 4 @ 7 @ 8L @ free slotsB IJ 3 @ 6 @ 7 @ 8L @ and free slotsC I8J 2 @ 3 @ 4 @ 5@ 6 @ 7 @ 8L B Node C is a branch node since
path record[1] of Beacon1 =path record[1]
of Beacon2 I S and path record[3] of
Beacon1 =path record[3] of Beacon2 I C B

Givenapairof branchnods,anodeis calledas
agatewaynodeif thenodecancommunicatewith
both of the two branchnodes. In the following,
we formally definethesupernodeandthebranch
supernode.

Definition 3 Supernode: All of the gate-
way nodes, between a pair of branch nodes,
is logically said as a supernode. Let

�
α1 @ α2 @ � � � @ ακ1

�
denote as a supernode contains

nodes α1 @ α2 @ � � � @ ακ1 B
For instancein Fig. 5(b), nodesA andB are

gatewaynodes,andFig. 5(c) illustratesthatgate-
way nodesA and B forms a supernodeS I �
A @ B � , andsupernodeS

� I � F @ G � .

Definition 4 Branch supernode: A supernode is
said as a branch supernode if there at least exist
two disjoint paths from a same supernode.

For instanceasshown in Fig. 5(c), supernode
S
� I � F @ G � is a branchsupernodesincethere



are two different paths from supernodeS ���
A � B � . Similarly, supernodeS is alsoa branch
supernode. We now describehow to identify
thebranchsupernodesandits correspondinglink-
stateinformationasfollows.

B1) If a branchnodeE received Beaconpack-
ets from two neighboringbranchnodesE

�
andE

� �
, two setsof nodesareformed. One

supernode,denotedasα, aregatewaynodes
betweennodesE and E

�
. Anothersupern-

ode, denotedas β, consistsof all gateway
nodesbetweennodesE andE

� �
. Eachnode

is a supernodemustknow all othernodeis
thesamesupernode.

- For instanceasillustratedin Fig. 5(c),node
C arebranchnode,nodesS andH areneigh-
boring branchnodesof nodeC. Two su-
pernodesare � A � B � and � F � G ��� respec-
tively.

B2) Each node A in supernode periodi-
cally floods a Beacon(hopnumber ��� ,
path record  1! =  A ! � free slotsN) packet to
otherneighboringsupernodeβ, whereA "
supernodeα #

- For instanceas shown in Fig. 5(c), node
A � " supernode � A � B ��� sends a Bea-
con packet through node O to node F
which " supernode � F � G �$# Node F
received Beacon(path record =  A � O � F ! ,
free slotsi) from nodeS, wherefree slotsA �%
1 � 3 � 4 � 5 � 6& � free slotsO � % 1 � 3 � 4 � 5 � 6 � 8& �

andfree slotsF � % 1 � 2 � 3 � 4 � 5 � 7 � 8& #
B3) Thisstepis sameasA2 step.

- For instance as shown in Fig.
5(c), free time-slot list of link
AO is ')( f ree slotspath record * 1+ �
f ree slotspath record * 2+ , �-'.( f ree slots
path recordA

� f ree slotspath recordO , �
'/( % 1 � 3 � 4 � 5 � 6& � % 1 � 3 � 4 � 5 � 6 � 8& , �( 3 � 4 � 5 � 6, #

B4) If a supernodereceivedat leasttwo Beacon
packets,which sentfrom a samesupernode,
thensuchasupernodeisabranchsupernode.

- For instanceasshown in Fig. 5(c), two Bea-
con packets travelled along path ( A � O � F ,
and ( B � T � G , , since nodesA and B " su-
pernode � A � B � and nodesF and G "
supernode� F � G ��� thereforebothsupern-
odes � A � B � and � F � G � arebranchsu-
pernodes.

Figure6:
A basicsub-pathbandwidthreservationopertion.

3.2. Phase2: Route-Discovery Phase

This phasediscussesthe discovery phaseof our
SMPQ routing protocol. The discovery phase
builds by a sub-pathbandwidthreservation op-
eration. This operationis repeatedlyappliedon
theeachpairof branchnodesandthenappliedon
eachpair of branchsupernodes.Our purposeis
to pre-reserve time slotsduring constructingthe
spiral-multi-path.The time-slotallocationprob-
lem is a NP-completeproblem[10]. This phase
presentsa heuristicalgorithmto efficiently over-
comethe problem. A sub-pathbandwidthreser-
vationoperationis givenherein.

A Sub-Path Bandwidth Reservation Opera-
tion is performedbetweentwo adjacentbranch
nodesB and B

� # Assumethat there are κ dis-
joint pathsbetweenB and B

� � whereeachsub-
path length is equal to 2. If the bandwidthre-
quirementis γ, we reserve time slots on α dis-
joint paths,whereα 0 κ � suchthat thetotal path
bandwidthis equalto γ # A priority valuefor each
pathis determined,so thatwe reserve time slots
on theseα disjoint paths,α 0 κ, in orderby the
priority value.

C1) Eachpathcalculatesits own maximumsub-
path bandwidth. The maximum sub-path
bandwidth is obtainedby calculating the
maximumsub-pathbandwidthwithout con-
sideringradio interferencewith otherpaths.
A pathwith high priority valueif this path
hashighmaximumsub-pathbandwidth.

- For example as shown in Fig. 6(a),
therearethreepaths( A � B � E , � ( A � C � E , � and
( A � D � E , betweenbranchnodesA and E #
Themaximumsub-pathbandwidthof paths
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Figure7: Route-discovery operation.

?
A @ B @ E A @ ? A @ C @ E A @ and

?
A @ D @ E A is 2, 2, and

2, threepathshavesamepriority value.

C2) If there are χ B κ disjoint pathshave the
samemaximum sub-pathbandwidth. We
still need to determinethe priority value
for χ B κ disjoint paths. We adopta set-
intersectionoperationon links’ link band-
width of χ disjoint pathsto determinethe
priority value. If

?
X @ Y @ Z A denotesa pathof

χ B κ disjoint paths,then C ? XY @ Y Z A is cal-
culated.Eachset-intersectionoperationpro-
ducesintersectantelements.Themorenum-
berof intersectantelementsis, themorefree
time-slotswill have. A pathwith high pri-
ority valueif this pathhasmorenumberof
intersectantelements.

- For instance as shown in Fig. 6(b),
there are three disjoint paths

?
A @ B @ E A @?

A @ C @ E A @ and
?
A @ D @ E A D Let C ? AB @ BE A de-

notethe set-intersectionoperationon links’
bandwidth of links AB and BE D There-
fore, C ? AB @ BE AFEGC ? ? 1 @ 2 @ 5 @ 6 @ 8A @ ? 5 @ 8A AFE?
5 @ 8A , C ? AC @ CE AHEIC ? ? 1 @ 3 @ 4 @ 6A @ ? 3 @ 4A AHE?
3 @ 4A @ and C ? AD @ DE AJEKC ? ? 2 @ 3 @ 5 @ 7 @ 8A @?
3 @ 5 @ 7 @ 8A ALE ? 3 @ 5 @ 7 @ 8A D The priority value

of multi-path
?
A @ D @ E A is larger than?

A @ C @ E A and
?
A @ B @ E A @ since M ? 3 @ 5 @ 7 @ 8A M NM ? 3 @ 4A M and M ? 5 @ 8A M D Finally, a possibleprior-

ity sequenceis
?
A @ D @ E A @ ? A @ C @ E A @ ? A @ B @ E A D

C3) After a priority sequenceis determined
by C1 and C2 steps,we apply the band-
width reservation operation for paths be-
tweenbranchnodes.We repeatedlyreserve
timeslotsuntil thetotalpathbandwidthsare

equalor larger than the original bandwidth
requirementγ D

- For instanceasshown in Fig. 6(c), if band-
width requirementis 4 slots,wefirst reserve?
2 @ 5A and

?
7 @ 8A to path

?
A @ D @ E A D We then

reserve
?
1 @ 6A and

?
3 @ 4A to path

?
A @ C @ E A @

such that the total path bandwidthsare 4
slots.

We now presentthe route-discovery opera-
tion by repeatedlyperformingthebasictime-slot
reservationoperation.Oneimportantnotationis
definedherein,let O α1 @ β1 @ α2 @ β2 @ P P P ακ @ βκ Q de-
note as a feasiblepath with its path bandwidth
from sourceto destination,whereαi denotesa
link bandwidthbetweentwo branchnodesand
βi representsas a link bandwidthbetweentwo
branchsupernodes.For instance,a path band-
width O 3 @ 3 @ 4Q from node S to node H is given
in Fig. 7. Destinationeventuallyacquiresmany
pathswith correspondingpathbandwidth,a final
pathwith suitablepathbandwidthwill be deter-
minedbasedon the bandwidthrequirementand
mobility-tolerant capability, which will be de-
scribedin the QoS route-replyphase. We now
formally describehow to constructa possible
spiral-multi-pathand its path bandwidthas fol-
low.

D1) Source node initiates and floods a QoS
route-discovery packet and performsa ba-
sic time-slot reservation operationbetween
sourcenode to all possiblebranchnodes,
whereeachpathcanrecordslink bandwidthO α1 Q in its route-discoverypacket.

- For instanceasshown in Fig. 7(a), O 3Q is ob-
tainedfrom nodeS to nodeC throughmulti-
paths

?
S @ A @ C A and

?
S @ B @ C A , where

?
S @ A @ C A

with two time-slotsand
?
S @ B @ C A with one

time-slot.

D2) A branch node, which received route-
discovery packet with record O α1Q , continue
to performa basictime-slotreservationop-
eration betweennext possibleneighboring
branchnode, and the path bandwidthbe-
comes O α1 @ α2Q D Notably, some free time-
slots must be modified before performing
the basic time-slot reservation operation.
This is becausethat thesetime-slotshave
beenallocatedin D1 step.

- For instanceas shown in Fig. 7(b), con-
sider multi-paths

?
C @ F @ H A and

?
C @ G @ H A @

notethatthelink bandwidthof CF is chang-
ing from

?
2 @ 3 @ 4 @ 5 @ 7 @ 8A to

?
2 @ 4 @ 7 @ 8A since
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Figure8: A spiral-multi-pathwith ¿ 6À 6À 5À 5À 6Á .
Â
3 Ã 5Ä is alreadyallocatedto link AC Ã the

link bandwidth of CG is changing fromÂ
2 Ã 4 Ã 5 Ã 6 Ã 7 Ã 8Ä to Â 2 Ã 4 Ã 7 Ã 8Ä since

Â
5Ä and

Â
6Ä

arealreadyallocatedto multi-paths
Â
S Ã A Ã C Ä

and
Â
S Ã B Ã C Ä . Therefore,Å 3 Ã 4Æ is obtained.

D3) Two supernodesS andS Ç basedon D1 and
D2 stepsareformed,abasictime-slotreser-
vationoperationis similarly to performbe-
tweenthesetwo supernodes.Surely, some
freetime-slotsmustbemodifiedbeforeper-
forming the basictime-slot reservation op-
eration. This is becausethat thesetime-
slotshavebeenallocatedin C1andC2steps.
Therefore,we let the path bandwidthbe-
comes Å α1 Ã β1 Ã α2 Æ È It is noting that each
node e in supernodeS must possibly find
multi-paths(or uni-path)to any nodein su-
pernodeS Ç suchthatthetotalsub-pathband-
widths of the multi-pathsare equal to the
sub-bandwidthrequirementof nodee È

- For instanceasshown in Fig. 7(c), a path
bandwidth Å 3 Ã 3 Ã 4Æ is constructed.Otherin-
stanceis given in Fig 3.5, nodeA is in su-
pernodeÉ A Ã J Ã B Ê andothersupernodeisÉ F Ã K Ã G Ê , sub-bandwidthrequirementof
nodeA is 3 sincetime slots

Â
3 Ã 8 Ã 16Ä is re-

served to link SA È Therefore,nodeA finds
multi-paths

Â
A Ã O Ã F Ä and

Â
A Ã O Ã K Ä Ã andthe

total sub-pathbandwidthis equalto 3. Note
that since links FH and KH Ç s link band-
width are2, sowe alsorequirebothof links
OF and OK Ç s link bandwidthare equal to
2. This is becausethat the final time-slot
reservationmustbeexactlyconfirmedin the
route-replyphase.

D4) RepeatedlyexecutetheD2 andD3 stepsun-
til arriving to the destination,a path with
path bandwidth Å α1 Ã β1 Ã α2 Ã β2 Ã Ë Ë Ë ακ Ã βκ Æ
eventuallyis obtainedin destination.
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Figure9: QoSroute-replyoperation.

Intuitively, many paths,eachone containing
spiral-multi-paths,with theirpathbandwidthÅ α1 Ã
β1 Ã α2 Ã β2 Ã Ë Ë Ë Ã βκ : 1 Ã ακ Æ i Ã i ; 1 Ã canbe obtained
in thedestinationnode.For otherinstance,apath,
from S to D, with its pathbandwidthÅ 6 Ã 6Ã 5 Ã 5 Ã 6Æ
is illustratedin Fig. 8. A simple selectioncri-
terion will be given in QoSroute-replyphaseto
choosea suitablespiral-multi-pathas our final
one.

3.3. Phase3: Route-ReplyPhase

Assume that there are many paths, each one
with its pathbandwidthÅ α1 Ã β1 Ã α2 Ã β2 Ã Ë Ë Ë Ã βκ : 1 Ã
ακ Æ i Ã i ; 1 Ã is obtainedin the destinationnode.
Before replying packet to source, destination
mustto selectafinal spiral-multi-pathandreserve
the time-slotsfor the final one and releasethe
time-slotsfor theunusedspiral-multi-paths.

Consider that Å α1 Ã β1 Ã α2 Ã
β2 Ã Ë Ë Ë Ã βκ : 1 Ã ακ Æ i Ã i ;

1, represented as a
spiral-multi-path. Given the bandwidthrequire-
mentfrom sourceis γ Ã theselecting-pathcriteria
of thefinal spiral-multi-patharegivenherein.

E1) Mobility-tolerant capability for gateway
node: A spiral-multi-pathsatisfiescondi-
tion,

Å α j Æ i ; γ Ã for all 1 < j < κ È
E2) Mobility-tolerant capability for branch

node: A spiral-multi-pathsatisfiescondi-
tion,

Å β j Æ i ; γ Ã for all 1 < j < κ = 1 È
Our spiral-multi-pathhas to at least satisfy

the E1 conditionsuchthat a QoSrouteis found
which possiblycontainstheon-line recovery ca-
pability for the gateway node. Thereis the on-
line recoverycapabilityfor any branchnodeif the



spiral-multi-pathonly satisfiesthe E1 condition.
Notably, all backuppathsin > β j ? i areusedto re-

cover thefailednode,which is a branchnode.It
is possibleto find a pathwithout suchon-linere-
covery capabilityfor branchnode. For instance,
givenγ @ 3, a pathwith > 6A 0 A 5 A 0 A 6? satisfiesthe
E1condition,butapathwith > 6 A 6 A 2A 5 A 6? doesnot
satisfytheE1 condition. Further, if we hopeour
spiral-multi-pathwith on-line recovery capabil-
ity for gateway/branchnode,thespiral-multi-path
mustbothsatisfiesE1 andE2 conditions.For in-
stance,given γ @ 3, a pathwith > 6 A 6 A 5 A 5 A 6? sat-
isfiesthe E1 andE2 conditions. Given a spiral-
multi-path with its path bandwidth > α1 A β1 A α2 A
β2 A B B B A βκ C 1 A ακ ? i A i D 1, an averageextra band-
width or EBav of the spiral-multi-pathis calcu-
latedby

EBav @ EBav E EBav @
κ
∑

i F 1

G
αi H γ

G
κ E

κ C 1
∑

i F 1

G
βi H γ

G
κ H 1

, whereEBav denotesthe averageextra band-
width for every pair of branchnodes,andEBav
representstheaverageextra bandwidthfor every
pairof branchsupernodes.Recallaboveinstance,
a pathwith > 6 A 6 A 6 A 5A 6? satisfiesboth theE1 and
E2 conditions,and its EBav @ EBav E EBav @I
6C 3

I JKI
5C 3

I JKI
6C 3

I
3 E I

6 C 3
I JKI

5 C 3
I

2 @ 5 L 16L Noticethat
theEBav isusedto makeaselecting-pathdecision
if therearemany spiral-multi-pathswhichsatisfy
bothE1 andE2 conditions.We observe that the
valueof EBav is larger, thehighQoSroutestabil-
ity will be. To maintaintheQoSroutestability, a
spiral-multi-pathwith high EBav is electedasour
final spiral-multi-path.Specially, a spiral-multi-
pathis withoutany mobility-tolerantcapabilityif
EBav @ EBav @ 0 L Wewill furtherdiscusstheim-
pactof performanceunderdifferentratioof EBav

andEBav in oursimulation.
A simple route reply phase is to reply a

route-reply packet from destinationto source,
to reserve all time-slots in selected spiral-
multi-path with path bandwidth > α1 A β1 A α2 A
β2 A B B B A βκ C 1 A ακ ? j Awhere1 M j M i L Additionally,
destinationalsorepliespacketsto all otherspiral-
multi-pathsto releasetheir bandwidthresource.
For eachspiral-multi-pathwith path bandwidth> α1 A β1 A α2 A β2 A B B B A βκ C 1 A ακ ? j A where 1 M j M i A
just only needto reply a reply packet to reserve
the pathbandwidth > γ A γ A γ ANB B B A γ A γ? if the band-
width requirementis γ L However, the extra link
bandwidth

G
αx H γ

G
or
G
βx H γ

G
is reservedto pro-

vide the mobility-tolerantcapability. After a fi-
nal spiral-multi-pathwith path bandwidth > α1 A

β1 A α2 A β2 A B B B ακ C 1 A βκ C 1 A ακ ? is determined.The
reply packet is replied accordingto following
rules.

F1) Destinationinitiatesa reply packet to a pre-
branchnode, if there is a uni-path which
its pre-reservedtime-slotnumberis at least
larger than γ A then let the uni-path as the
primary path by reserving γ time slots.
All other possiblemulti-pathsare backup
paths.If thereis no any uni-pathwhich pre-
reserved time-slot number is smaller than
γ A thenmulti-pathsareusedas the primary
paths. The more numberof pre-reserved
time-slotpathwill bereservedfirstly, which
aimsto uselessnumberof multi-paths.Ob-
servethatapathwith thelessnumberof pre-
reservedtimeslotswill bechosenaslastone
of our multi-primary-paths.This is because
thatwecankeepotherpathwith moretime-
slotsto bethebackuppath.

- For instanceas shown in Fig. 9 if a path
bandwidth > 6 A 6 A 5 A 5 A 6? is determined,desti-
nationnodeD sendsa replypacket to a pre-
branchnodeH A thereis a unit-path O D A I A H P
with 3 time-slots.Otherpath O D A L A H P with
3 time-slotsis a backuppath.

F2) Thebranchnodecontinuallyre-forwardthe
reply packet to the next pre-branchnode,
andthenperformsthesimilar operationde-
scribedin F1 step.

- For instanceas shown in Fig. 9, branch
nodeH replies the reply packet to branch
nodeC A there is no any path with 3 time-
slots. Therefore,multi-paths O H A F A C P andO H A K A C P are usedin responsiblefor the 3
time-slots. However, path O H A G A C P with
2 time slots is also reserved as a backup
path. Observe that we do choosethe pathO H A K A C P as one of primary paths,and letO H A G A C P beabackuppath.Thiscanachieve
thegoodmobility-tolerantability thanif we
usepath O H A G A C P asprimarypath.

F3) Two supernodesS and S Q basedon F1 and
F2 stepsare formed. Every node in pri-
marypathsof supernodeS musttry to con-
nectto nodesin primarypathsof supernode
S Q underthebandwidthrequirementγ L Note
thatall multi-pathsin D3 steparebelongto
backuppaths.

- For instanceas shown in Fig. 9, node IRNS
I A L T is in primary pathmustconnect
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Figure10: Toleratingfailedgatewaynode.

to node F and K, which are in primary
pathsof supernodeª F « K « G ¬ . Multi-paths
I « Q « F ® and


I « R « K ® with 2 and1 timeslots

arepossiblyreservedasthebackuppaths.

F4) RepeatedlyexecutetheF2andF3stepsuntil
arriving to thesource,apathwith pathband-
width ¯ α1 « β1 « α2 « β2 « ° ° ° ακ « βκ ± eventually
is constructed.

Eventually, a spiral-multi-pathis constructed
and reserved the path bandwidth ¯ α1 « β1 « α2 «
β2 « ° ° ° ακ « βκ ± underthe bandwidthrequirement
γ,. A fully example is given in Fig. 9 to re-
serve a spiral-multi-pathwith path bandwidth¯ 6« 6 « 5 « 5 « 6± .
3.4. Phase4: Route-MaintenancePhase

Our main contribution of proposedprotocol is
to provide the on-line route-recovery capability.
A nodeis said to be a failed nodeif this node
is moving out of the original transmissionra-
dius or is really failed. We shall show how to
achieve the on-line recovery capabilitysuchthat
QoS route can be continually performed. The
on-line recovery capabilityof our proposedpro-
tocol is achievedby a multi-pathandspiral-path
replacementstrategy. Theproposedreplacement
strategy is given accordingto the differentroles
of a failednode.

G1) If the failed node is a gateway node, all
backupmulti-pathsbetweenbranchnodes
areusedto replacewith thefailedpath.Here
we use an ACK. packet betweenbranch
nodesto make sure that the datamessage
hasbeensuccessfullyreceivedby thedown-
streambranchnode.That is, if anupstream
branchnodewaits for a periodof time and
still does not receive an ACK. from the
downstreambranchnode,thenit detectsthe
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Figure11: Toleratingfailedbranchnode.

failed path. And it will initiate the backup
multi-pathsto replacethefailedpath.

- For instanceasshown in Fig. 10, if nodeA
is a failednodeandthepath


S « A « C ® « which

sub-pathbandwidth= 3, is broken,thenthe
backuppaths


S « J « C ® and


S « B « C ® with total

sub-pathbandwidth= 3, areusedto replace
with thefailedpath.

G2) If the failed node is a branch node, all
backup spiral-multi-pathsbetweenbranch
supernodesare used to replace with the
failedpaths.

- For instance,asshown in Fig. 11, two su-
pernodesare ª A « J « B ¬ and ª F « K « G ¬ .
If branchnodeC is a failed nodeand the
multi-paths


A « C « F ® and


A « C « K ® « whose

pathbandwidth= 3, arebroken,thebackup
spiral-multi-paths


A « O « F ® and


A « O « K ® «

whosepathbandwidth= 3, areusedimme-
diately to replacewith the failurepathsand
to keepthebandwidthrequirement.

4. Experimental Results

To illustrate the efficiency of our proposed
schemeandcompareto Lin scheme[11], a sim-
ulator is developed. The simulatoris simulated
in a 1000ø 1000m2 area.Theradiotransmission
rangeis 400m. Datarateis 4 Mbit/s. Thedura-
tion of eachtime slot of a time frameis assumed
to be 5 ms, andthe durationof a control slot is
0.1 ms. Sourceanddestinationareselectedran-
domly. Oncea QoSrequestis successful,a time
slots is reserved for all the subsequentpackets.
The reservation is releasedwheneither the data
transmissionprocessis finishedor thelink is bro-
ken. The total simulationtime is 106 ms. The
simulationparametersin the simulatoraregiven
below.
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Figure12: Performanceof successrate.

ß Thenumber of mobile hosts is rangingfrom
20to 40.

ß Themaximum number of time slots is rang-
ing from 8, 12 to 16.

ß Three different bandwidth requirement are
1, 2 and4 slots,which denotedasLin-x for
Lin scheme[11], andSMPQ-x of our pro-
posedscheme,wherex à 1 á 2 á and4 â
ß Thenetwork bandwidth aredenotedaslow,

medium, and high, where assuming25%,
50%, 75% of free time slots as the low,
medium,andhighnetwork bandwidths.

The mean values of inter-arrival time for
SMPQ-x andLin-x schemes,wherex=1,2, and4,
are100ms,50ms,and25ms.A packet is dropped
if the packet staysin a nodeexceedsthe maxi-
mal queuingdelaytime, which is settingto four
frame lengths (328 ms). Additionally, perfor-
mancemetricsof our simulationaredefinedbe-
low.

ß Success Rate
ã
SR ä : the numberof success-

ful QoSroute requestsdivided by the total
numberof QoSroute requestsfrom source
to destination.

ß Slot Utilization
ã
SU ä : the averageslot uti-

lization of every link in all QoSroutes.

ß OverHead
ã
OH ä : the numberof packets

usedfor constructingand maintainingthe
QoSroutefrom sourceto destination.

4.1. Performanceof Success Rate
ã
SR ä

The observed results of our SMPQ and Lin
schemesareshown in Fig. 12 to reflectthe per-
formanceof successratevs. network bandwidth
andnumberof time slots. Two typesof effects
arediscussed.
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Figure13: Performanceof slot utilization.

1a) Effects of Network Bandwidth: Eachvalue
in Fig. 12(a) is obtainedby assumingthe
numberof timeslotsis 16andthenumberof
mobilehostsis 30. FromFig. 12(a),we ob-
servethatin thelow network bandwidth,our
SMPQobtainshigherSR thantheLin’s. For
example,underthelow network bandwidth,
SR valuesof SMPQ-1,SMPQ-2,SMPQ-4
are58%, 35%, and25%, andSR valuesof
Lin-1, Lin-2 and Lin-4 are 56%, 0%, and
0%. This indicatesthat our spiral-multi-
path schemeis more easily finding a QoS
route than Lin’s schemeunder a MANET
with low network bandwidth.Basically, the
higher network bandwidthcan acquirethe
morehighervalueof SR. Observe that our
schemeandLin oneacquiresamevaluesof
SR in a MANET with high network band-
width.

1b) Effects of Maximum Number of Time Slots:
Every value in Fig. 12(b) is obtainedby
assumingthe numberof mobile hostsis 30
andthenetwork bandwidthis medium.Fig.
12(b)shows thatour schemehashigherSR
than the Lin one under various maximum
numberof time slots. It is observed that
SR valuesof SMPQ-x is alwayslarger than
SR value of Lin-x, where x=

É
1,2,4Ê . For

instance,if maximumnumberof time slots
is 12, then SR valuesof SMPQ-1,SMPQ-
2, SMPQ-4 and Lin-1, Lin-2, Lin-4 are
84%á 81%á 72%and80%á 79%á 15%â

4.2. Performanceof Slot Utilization
ã
SU ä

The observed resultsof performanceof slot uti-
lization vs. network bandwidthand numberof
time slotsaregivenin Fig. 13. Two typesof ef-
fectsaregivenbelow.

2a) Effects of Network Bandwidth: The simu-
lation assumptionis the sameas the 1a)
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Figure14: Performanceof overhead.

case. A higher SU implies that a better
schemewill be. Fig. 13(a)shows that our
schemehasbetterSU than the Lin’s in the
variousnetwork bandwidthunderdifferent
bandwidthrequirement.In a MANET with
low network bandwidth, when the band-
width requirementincreases,Lin’s SU val-
ues decreaseand our SU values increase,
sinceour schemecanacquirebetterSR val-
uesin the low network bandwidth. For in-
stance,if in a low network bandwidth,then
SU valuesof SMPQ-1,SMPQ-2,SMPQ-4
and Lin-1, Lin-2, Lin-4 are 6 Í 8%Î 7%Î 8%
and6 Í 4%Î 6 Í 2%Î 0 Í 6%.

2b) Effects of Maximum Number of Time Slots:
The simulationassumptionis the sameas
the 1b) case. Fig. 13(b) shows that our
schemeobtainshigher slot utilization than
the Lin’s undervariousmaximumnumber
of time slots. Observe that the SU is very
low for Lin-4 as shown in Fig. 13(b), be-
causethat it’s not easyfor theLin’s scheme
to find a QoS route if bandwidthrequire-
ment is 4. For instance,if maximumnum-
ber of time slots is 12, then SU values
of SMPQ-1, SMPQ-2, SMPQ-4 and Lin-
1, Lin-2, Lin-4 are 4 Í 1%Î 4 Í 3%Î 4 Í 7% and
4 Í 23%Î 4 Í 2%Î 0 Í 12%.

4.3. Performanceof OverHead
Ï
OH Ð

Theobservedresultsof theperformanceof over-
headvs. numberof mobile hostsand network
bandwidthareillustratedin Fig. 14. Two kinds
of effectsareillustrated.

3a) Effects of Number of Mobile Hosts: Each
value in Fig .14(a) is obtainedby assum-
ing the numberof time slots is 16 and the
network bandwidthis medium. Sinceour
schememust to collect time slot informa-
tion for two- andthree-hopneighbors,extra

control packetsareneeded.Therefore,our
schemehasmorepacketsthanLin scheme.
Although a lower OH implies that a better
schemewill be, our schemehashigh OH
valuethanLin’s one. Fig. 14(a)shows that
our scheme’s overheadis aboutfour times
thanLin scheme.However, this is cost of
our scheme.For instance,if numberof mo-
bile hostis 30, thenOH valuesof SMPQ-1,
SMPQ-2,SMPQ-4andLin-1, Lin-2, Lin-4
are162Î 158Î 145and40Î 38Î 32.

3b) Effects of Network Bandwidth: Thesimula-
tion assumptionis thesameasthe1a)case.
Fig. 14(b) illustratesthat the OH valueof
our protocol is also dependenton the con-
ditions of Network Bandwidth. Fig. 14(b)
shows that our schemehashigherOH than
the Lin’s schemein variousnetwork band-
width. Observe that the OH valueswill
be sameif in the high network bandwidth
as illustrated in Fig. 14(b). For instance,
if both schemesare in high network band-
width, thenOH valuesof SMPQ-x andLin-x
areabout200and40,wherex Ñ 1 Î 2 Î 4 Í

5. Conclusions

In this paper, we presentan efficient on-demand
QoS routing protocol, namely SMPQ: Spiral-
Multi-Path QoS routing protocol, in a wireless
mobile ad-hocnetwork. The MAC sub-layerin
our model is adoptedthe CDMA-over-TDMA
scheme.This protocolaimsto dynamicallyiden-
tify the spiral-multi-path, from sourcehost to
destinationhost to satisfycertainbandwidthre-
quirement.Performanceanalysisresultsdemon-
stratesthatourSMPQprotocoloutperformsother
protocols.
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