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Abstract

In the third generation mobile communication systems, orthogonal variable spreading
factor (OVSF) are used for spreading codes. Efficient allocation of codes for users is an
important issue in radio resource management. In this paper, we address the impacts of
remaining time factor on OV SF code allocation in WCDMA systems. We al so propose two
time-based allocation schemes for code assignment and reassignment. Simulation results
show that the time-based allocation schemes have better performance on probability of call
blocking and codes utilization.

1. Introduction

The key features of the third generation mobile communication systems are high data
rate and variable data rate for different requirements. To satisfy those requirements,
wideband code divison multiple access (W-CDMA) technology has emerged as a
candidate for radio access in Universal Mobile Telecommunication Systems (UMTS)[3]. In
W-CDMA, orthogonal variable spreading codes (OVSF) are used as spreading and
channelization codes [1,2]. The use of OVSF codes allows the spreading factors to be
changed for variable bit rate, moreover, the orthogonality between different spreading
codes of different lengths would be preserved.

The generation of OV SF codes can be represented by a tree-structure. To preserve the
orthogonality, some restrictions are posed in code allocation in a code tree. Under these
constrains, how to allocate the codes effectively will be an important issue. The objective
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of codes allocation is to support as many users as possible, that is, to make the best
utilization and reduce the call blocking probability. When a new call arrives, we have to
assign anew OV SF code such that the code tree to be most flexible for future request. After
a period of time, some codes are released and the code tree may be too fragmental for high
bit rate request to be assigned. In this situation, we have to rearrange the code tree to
reserve alarge free space for future request.

Many different schemes are proposed for codes assignment and codes reassignment.
However, al of the known schemes are space-based, that is, the main factor considered is
the space factor in the code tree. The space-based schemes make the code tree as compact
as possible. Consequently, the free space is large enough to accept more requests in the
future. On the other hand, we observe that the duration time of most multimedia
applications can be obtained apriori. The remaining time factor of an occupied code may
have significant impact on future code assignment and reassignment costs. In this paper, we
proposed two time-based allocation schemes that take the remaining time of each cal as
main factor for codes assignment and reassignment.

The rest of the paper is organized as follows. In section 2, we describe the structure of
OV SF code trees and features of OV SF codes. Besides, we address the issues on OV SF
code allocation. In section 3, we describe the problems of OVSF code allocation with
remain time factor in multimedia applications, and introduce our proposed allocation
schemes. In section 4, we present the simulation results. Finally, we conclude our work in
section 5.

2. Issuesin Code Allocation

2.1 OVSF codes

In CDMA systems, channelization codes are used to separate the downlink connections to
different users within one cell. The channelization codes of WCDMA are based on the
orthogonal variable spreading factor technique. The use of OVSF codes alows the
spreading factor to be changed for variable bit rate requirements. It preserves the
orthogonality between different spreading codes for different users.
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Fig 1. OV SF code tree

The OV SF codes can be represented using a tree structure as shown in Fig 1 [4]. Each
code in the code tree is denoted as Cgrcode number, Where SF indicates spreading factor and
the code number is a sequence number ranging from 1 to SF. The code with smaller SF
value provides the higher data bit rate. For example, if the data rate of a code in the layer
with SF=8 is R, the codes in the layer with SF=4 and SF =2 will be 2R and 4R respectively.

Codes in the same layer are orthogonal, meanwhile, codes in the different layers are also
orthogonal if they don’'t have the ancestor-descendant relationship. To make sure all
assigned codes are orthogonal, there are certain restrictions on code alocation in the code
tree. A code can be assigned to anew call if and only if no other code on the path from the
specified code to the root of the tree or in the sub-tree below the specified code is assigned.
In other words, codes with ancestor-descendant relationships should not to be assigned at
the same time. For example, in Figl, if code C,1is used, the ancestor codes C,; ,C;1 and
the descendant codes Cg 1, Cg» can't be assigned until C,; is released.

2.2 |Issuesin codes alocation

Codes allocation deals with the problem of how different codes are assigned to different
connections. Because of the constrains on code tree, the strategy of codes allocation would
play an important role for code utilization. In this section, we address the issues in codes
alocations.

Consider a new call arrives and requests for a code for data bit rate R. If there is no free



code for rate R, the call will be rejected, and causes a call blocking. On the other side, if
there are many free codes for rate R, we have to pick a code from those candidates and
assign it to the call. Different choices may cause different utilizations for the future arriving
call. We call this problem as code assignment problem or code placement problem. In code
assignment, the objective is to support as many users as possible. The system shall provide
the best code utilization and the least call blocking probability. Upon the arrival of a new
request for the data bit rate R, we may rearrange the occupied codes in the code tree to
aggregate the free capacity for the new request, if (1) there is no available single code for
this request, and (2) the total free capacity of the code tree is enough for the new call. We
call this problem as the code reassignment problem or code replacement problem. In code
reassignment problem, the objective is to minimize the reassignment cost, that is, to
minimize the number of codes to be reassigned.

Ci11

C2,1 C2,2

Ca1 Ca.2 \@ C4,3 C4,4

Cs,1 Cs,2 Cs,3 Cs,4 Cs, Cs,6 Cs,7 Cs,8

Free code ® Assigned code
Fig. 2. The case of code blocking.

In Fig.2, we illustrate a code blocking situation. If the data rate for the leaves in the code
tree is R, the data rates for SF=8, 4, 2, 1 are R, 2R, 4R and 8R respectively. The tota
capacity is 8R. The codes Ca4,1, C8,3and C8,5 are occupied by previous calls, the free capacity
of the code treeis4R. If anew call arrives and requests for data rate 8R, the call is rejected
and causes a call blocking due to the shortness of capacity. If a new call arrives and
requests for data rate R, Csa4, Cge, Cg7 and Cgg are available candidates. However,
different selection strategies result in different situations. Suppose we select Cs,7 or Cg,g for
this request, later on, another new call arrives and requests for datarate 2R. The call will be
rejected because of no available free code. In the contrast, if we choose Cs,4 or Cg6 for this
request, C4,4 is available for incoming request of 2R. In this case, Cs4 or Cs is the better
choice than Cg,7 or Cgs. If anew call arrives and requests for data rate 4R, the call will be
rejected because of no available code even free capacity is enough. Suppose we reassign



the code Cs5 to Cs4 such that the code C2.2 is available for this request, the call blocking
will be eliminated. In the similar situations, we can reassign code C4,1 to Ca,4, and code
Cs3 to Css, and release code C2,1 for the new request. However, in the later case, two
codes have to be reassigned with hihger cost than the former case.

3. QoS Support for Code Allocation

3.1 Related Work

In the literature, many code allocation schemes were proposed [6, 7]. The main goa of
those schemes is to make the assigned codes as compact as possible, and aggregate the free
codes together to accommodate future coming high data rate cals. In [5], a dynamic code
allocation (DCA) scheme is proposed for code reassignment. This DCA scheme is based on
code pattern search, and has minimum reassignment cost. All the work is space-based
scheme, that is, code allocation is based on the space factor of the code tree. In the third
generation mobile communication systems, multimedia applications for different quality of
services (QoS) guarantee are supported. In most multimedia applications, such as video on
demand, video conferencing, downloading music files etc., time duration of the requests
can be obtained apriori. Thus, the remaining time of each code occupied in the code treeis
known. The remaining time factor of an occupied code may have significant impact on
future code assignment and reassignment costs. If we arrange the near remaining time
codes together, and as the time goes by, the codes with near remaining time codes would be
released together. There may release alarge free space to accept new calls. It would support
more users and reduce the call blocking probability. In the next section, we address the
proposed time-based allocation schemes.

3.2 Time-based allocation schemes

We propose time-based allocation schemes in which time is the main factor to be
considered. We define the remaining time of a code as the time different between the
current time and the time when the code is released. Namely, the remaining time of a
code indicates the residual duration of an occupied code before it is released. Initialy,
remaining time of all nodes are 0's. When a call arrives and to be accepted, an OV SF
code is assigned to the call. The remaining time of this code is the duration time of the
call request. As time goes by, the remaining time is decreased, and becomes 0 when the
time is up and the code is released. A branch is a complete binary subtree of the code
tree. The remaining time of a branch is defined as the maximum remaining time of all
occupied codes in the branch. All nodes except for leaf nodes are root nodes of some
branches. The proposed schemes take into account the remaining time of the branches



to allocate OV SF codes.

In Fig.3(a), the remaining time of all nodes are O at the beginning. Later, a new
request comes for data rate of R with request duration time of 20 time units, code Cg is
assigned by the system as illustrated in Fig 3(b). The parents nodes C, inherits the
remaining time of 20 time units, that is, the branch code tree with root node C41 will be
fully empty after 20 time units. Similarly, codes C,; and C; ; have remaining time of 20
time units. After 5 time units, the remaining time of codes Cg, , C41 and Cy; are
decreased to 15 time units. At the same time, suppose a new call requests for data rate
of 2R with request time duration of 40 time units, and assigned with code C4,. From
the definition of the remaining time of a branch, the remaining time of branch code tree
with root node C, is replaced by the maximum item between children nodes C,; and
C42. The remaining time of branch code tree with root node C,; will be updated to 40
time units, that is, all nodes in the branch code tree will be released after 40 time units.
Similarly, branch code tree with root node C; ; will be updated to 40 time units.

C1,1
Rt=0

C2,2

Rt=0

C4,3 / Ca,4
Cs,1 , Cs, 48,5 C8,6 C8,7 ,
Rt=0 Rt=0 Rt=0 Rt=0 Rt=0 Rt=0 Rt=0 Rt=0

(a) Initially, the remaining time of all nodes are 0’s

C1,1
Rt=20

Cs8,2 Cs, , C8,5 Cs8,6 ,
Rt=0 Rt=20 Rt=0 Rt=0 Rt=0 Rt=0 Rt=0 Rt=0

(b) A new call request for data rate R and with duration time 20



C11
Rt=40

C4,1 , Ca,4
Rt=15 Rt=0

Cs,1 Cs8,2 Cs, 8,4\~ (8,5 Cs8,6 Cs,7 Cs,
Rt=0 Rt=15 Rt=0 Rt=0 Rt=0 Rt=0 Rt=0 Rt=0

(c) 5 time units later, a new call request for data rate 2R and with duration time 40 time units

Fig. 3. Anillustration of remaining time of code tree.

In Fig. 4, weillustrate the impact of remaining time factor on future code assignment
and code reassignment. Continued on Fig. 3, codes C,3 and Cg, are occupied with
remaining time of 80 and 15 time units respectively. Consider the case in which a new
call request for data rate 2R with duration time of 70 time units. As we can see, the
selection of different candidate codes, C4, and C4 4 could result in different situations
as shown in Fig.4(b) and Fig.4(c) respectively. After 15 time units, code Cg; is released.
Observably, C,4 is better than C,, because of supporting higher data rate request after
15 time units. In the case without code reassignment, it reduces the call blocking
probability by supporting higher data rate request. In the other case with code
reassignment, it reduces the number of moved codes.

3.3 Code assignment schemes

As we mentioned in previous subsection, remaining time is an important factor of
codes assignment and reassignment. Therefore, we proposed two time-based code
assignment schemes, Maximum Remaining Time First (MF) and Nearest Sbling
Remaining Time First (NSF). These time-based allocation schemes are constrained on
the request duration time be known in advance. We describe these two schemes below:

Maximum Remaining Time First (MF)

In this scheme, we select the candidate codes by comparing the remaining time of their
parents nodes, and pick the maximum one for the assignment of the new call. The main
idea of this scheme is that the request duration time of the new call will be absorbed by the
maximum remaining time of the parent code. The code tree may be less fragmenta after a



period of time. The algorithm is described as follows.

(1) Whileanew call arrives, check if the available codes satisfy its requirement. If so, go to
step 2, elsergect the cal.

(2) If there are more candidate codes in the code tree, select the one whose parent code has
the maximum remaining time of a branch. If the comparison results in a tie, we
compare the remaining time of the upper layer ancestor node till the maximum one is
found. The specia case is that the ancestor nodes are the roots of the same branch. We
may select the one randomly or the leftmost one.

(3) Assign the selected code to the call.

For example, suppose the current status of code tree is shown as Fig.5. If a new call
request for datarate 2R and duration time 30 time units. There are three candidates for this
call, Cg3, Cgp and Cg7. According to the MF scheme, the branch remaining time of parent
nodes of these three codes are 20, 65 and 10 time units respectively. Code Cgg with
remaining time 65 time units is the maximum. Thus, we assign code Cg to the

C1,1
Rt=80

C2,2
Rt=80

$

Rt=0

Ca 1 C4.3 /

Rt=15 Rt=80

Cs,1 Cs8,2 Cs, 8,4\~ (8,5 Cs8,6 Cs,7 Cs,
Rt=0 Rt=15 Rt=0 Rt=0 Rt=0 Rt=0 Rt=0 Rt=0

(a) The initial status of code tree. Codes C,3 and Cg, are occupied with remaining time 80
and 15 time units respectively.

C1,1
Rt=65

C2,2

Rt=65
C4, C4,3 / &
Rt= Rt=65 Rt=0
Cs,1 Cs,2 Cs, Cs,4)C8,5 Cs,6 Cs,7 Cs,
Rt=0 Rt=0 Rt=0 Rt=0 Rt=0 Rt=0 Rt=0 Rt=0

(b) C,, is allocated with duration time 70 time units. After 15 time units later, code Cg is
released. The code tree supports maximum of data rate 2R request.
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C1,1
Rt=65

C2,2
Rt=65

Cal , Ca.3 / (:4,4\

Rt=0 Rt=65 Rt=55

Cs,1 Cs8,2 Cs, 8,4\~ (8,5 C8,6 Cs,7 Cs,
Rt=0 Rt=0 Rt=0 Rt=0 Rt=0 Rt=0 Rt=0 Rt=0

(c) Cy44 is allocated with duration time 70 time units. After 15 time units later, code Cg is
released. The code tree supports maximum of data rate 4R request.

Fig. 4 Theimpact of remaining time factor on future code assignment and reassignment.

new call. After 20 time units, the branches with root code C,4» and C44 would befree. In
this case, Cg ¢ are superior to Cg 3 and Cg7 observably.

Nearest Sibling Remaining Time First (NSF)

In this scheme, we select the candidate codes by comparing the remaining time of their
sibling nodes, and pick the one who has the closest value to the request duration time, in
other words, the sibling with minimum difference. For aggregation, we put the nodes with
similar remaining time together. Since they will be released at the similar time, alarger and
more compact space will be available to support higher data rate request. It also could
reduce the probability of call blocking. The agorithm is described as follows.

(1) Whileanew call arrives, check if the available codes satisfy its requirement. If so, go to
step 2, elseregject the call.

(2) If there are more candidate codes in the code tree, select the one whose sibling code (or
parent code) has the least difference from the request duration time of the new cal. If
the comparison results in a tie, we compare the remaining time of the upper layer
ancestor node till the least oneis found. The specia case that the ancestor nodes are the
roots of the same branch. We may select the one randomly or the leftmost one.

(3) Assign the selected code to the call.

Refer to the same example in Fig.5, if a new call request for data rate of R and duration
time of 18 time units. There are many candidates for thiscal, Cis5, Ci66, Ciss, Ci6.11, C16.12,
Ci613, Ci6,14 and Cyg16. According to the NSF scheme, we compare the remaining time of
sibling nodes of the candidates. The remaining time of sibling code of a free code is equal
to the remaining time of its parent code. Thus, we

10



Ci1

C161 Ci62 Ci63 Ci64 Ci65 Cie6 Ci67 Ciss8 Cie9 Ci6,10 Ci16,11 Ci6,12 C16,13 C16,14 C16,15 C16,16
Rt=15 Rt=40 Rt=0 Rt=0 Rt=0 Rt=0 Rt=20 Rt=0 Rt=0 Rt=0 Rt=0 Rt=0 Rt=0 Rt=0 Rt=10 Rt=0

Fig 5. An example of code assignment and reassignment.

would get the same results by comparing the parent nodes of the candidates. In this case,
code Ci67, the sibling of code Ci6g With remaining time 20 time units is the nearest from
the new request duration time 18 time units. Code Cy6 g is chosen for the new call.

3.4 Code reassignment schemes

Multiple operations of code assignment and code release may result in a code tree with
fragmental codes. Fragmental codes lead to low utilization because of no available code for
new request even the total capacity is enough to support. In this situation, we have to
rearrange the code tree to aggregate the used codes together. Thus, a bigger code is
available to support higher data rate request. However, the cost of rearranging the code tree
is the number of code movements. It should be as least as possible. In [2], a dynamic code
alocation (DCA) scheme is proposed using code pattern search. The code pattern of a
branch is defined in terms of A/B, where A is the total number of occupied descendant
codes and B denotes their occupied capacity. A branch with code pattern A/B has a smaller
moving cost than a branch with code pattern C/D if (A < C) or (A = C and B < D). This
scheme states which code should be reassigned to ensure minimum moving cost, however,
where to reassign is not addressed. In fact, where to place the reassigned codes may have a
significant impact on future utilization.

In this subsection, we propose the time-based code reassignment schemes based on the
DCA scheme. The algorithm is stated as follows.

(1) While anew call arrives, check if the request data rate is within the available system

capacity. If so, go to step 2, otherwise reject the call.

(2) If there are one or more available codes in the code tree, select the code using MF or

11



MSDF schemes we proposed before. If no available code exists, that is, we have to
move some occupied codes. Go to step3.

(3) Apply the DCA scheme to search the minimum cost branch where the root code
supports the request rate of the new call. From the root to the lower layer, al the
occupied codes in the branch need to be reassigned.

(4) Once aminimum cost branch is empty. Assign the root code of the branch to the new
call. Where to place the reassigned code is based on the code assignment schemes we
proposed before (MF, NSF). That is, go to step 2 to treat it as a new call request its
datarate, and trigger another round of this scheme.

For example, suppose the status of code tree is shown as Fig.5. If a new call request for
data rate 4R and duration time 50 time units. At the first, check the available system
capacity. The total capacity is 16R, and 8R in used, thus 8R is available. The new request
for data rate 4R is within the system capacity. However, there is no available code that
supports data rate 4R. We apply the DCA scheme to search the minimum cost branch. The
code C,4» and Cy4 4 has the same code pattern and the minimum moving cost. Based on the
MF scheme, we prefer to allocate the new call to code C, . Before the allocation, we have
to reassign the occupied code, such as Cyg7, in the branch. We treat it as a new call request
for data rate R and duration time 20 time units, thus apply the algorithm again. There are
five avallable positions for Cis7 to reassign, that is, Cis11, Cisi2, Cis13 Cisi14, Cis6.
According to the MF scheme, Ci616 is chose and reallocated. Finally, assign code C,, to
the new call and terminate the process.

The example for NSF reassignment scheme can be processed in asimilar way.

4 Simulation Results

In this section, we develop a simulation model to evaluate the performance of the
proposed schemes. To contrast with the effective of time-based allocation schemes, we also
compare with two common space-based allocation schemes random and leftmost schemes

[7].
4.1 System parameters

The system parameters of this simulation are stated as below:
Input parameter:

® A\ new call Theenwaid roifvaaine.w i sneegpae st o be
exponenti ah ndeasnt rli/bAu.t ed wit
® u: new call r e gqulfehset cdadrlatd wroa tip @ime ritsi ad

di stributed with mean 1/ p.
® gq: A/ p,t he r at iaorradtfeaitnot et h & pedasir faytfo rome m @d re .
of daeit afft r | o avéess, ¢ Fteterafit r | aasiewn Tiarb.l € or 1
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exampl e, &m Hd gprto d coratdi acrd i d ff ead emit n gy

q:A/ p 05 1 15| 3] 5| 8| 15 20 25
Light load 5 3
Average load 1 1 1
Heavy load 1 3 5

Table 1 Different traffic load in terms of q

® Maximum SF: 128
® Possiblerequest datarate: R, 2R, 4R, 8R, 16R, 32R
Output parameters:
For code assignment without reassignment, we consider the call blocking probability. In
the others, for code assignment with reassignment, we focus on the number of new calls
that have to be reassigned and the total number of moved codes.

4.2 Simulation results

The simulation results are obtained from the average of 10 runs, each run contain 50000
calls. To compare with common space-based allocation schemes, the random and |eftmost
schemes [7] are tested also. The random scheme randomly selects an available code to
assign to new request. The leftmost scheme selects the leftmost available one in the code
tree to assign to a new call. In fact, the leftmost scheme aways aggregates the used codes
in the left part and reserves the free codes at the right part future higher request rate.

For code assignment without reassignment, we expect the code tree to support as many
users as possible. Reduce the probability of call blocking and increase the utilization of
code systems. The simulation results are shown as Table 2(a) and Fig. 6(a). The NSF
scheme seems to have better performance because of |ess blocking probability.

For code assignment with reassignment, the probability of call blocking will be reduced
absolutely. However, we concerns with the reassign cost. The probability of reassign codes
for a new call will be expected to be low. At the same time, the total number of code
reassignment will be expected to be small. Table 2(b) and Fig. 6(b) depict the probability of
the code tree needs to be rearranged for a new call, that is, the probability of no available
code for anew call even the system capacity is enough. It occurs because of the codetreeis

random || e f t| M& $ NSF
| i ght 60204030.161.16110
averagpOl adas4oelra®.10596
heavy 0ad/8051B33HB3H191
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(@) The call blocking probability of code assignment without reassignment.

random | | e f t |moMWit MSDF
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heavy || 6ad|2 801 0{4 505 0[{3909. 0

034

393

(b) The probahility of the code tree needs to be rearranged for a new call.

random left MF MSDF
l' ight ||l oad 25 2 2 2 2
a veegleo 6853 15 13 13
heavy || ddd 34 31 31

(c) Thetotal number of code assignments
Table 2 Simulation results for different schemes
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b) The probability of the code tree needs to be rearranged for anew call.

gdeis

8
8 12006
s 10000 _|
g 8000
o 6000
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-g 2000 — M fe
S 0 OMF
< lig hda d averoage heacayd |IOMSB
tra fcfoald

(c) Thetotal number of code assignments
Fig.6 The simulation results
too fragmental to accept a new call for higher data rate. Time-based allocation schemes
keep the code tree less fragmental than the other two schemes.
Finally, in Table 2(c) and Fig 6.(c), the total number of code reassignment indicates the
cost of moving occupied codes to accommodate a new call. Time-based allocation schemes
spend the less cost, and it is more significant as traffic load increases.

5 Conclusions

In this paper, we address the impacts of remaining time factor on OV SF code allocation
in WCDMA. We also propose two time-based allocation schemes. In those schemes,
remaining time of the codes are the main factor to be considered for allocating a new call.
We arrange the code tree by remaining time of occupied codes, the codes with similar
remaining time aggregate. They may be released together at the nearest time, thus, a larger
free capacity is available to accept a new call with higher rate.

Based on the ssimulation results, we find that the time-based alocation schemes we
proposed have better performance than common space-based all ocation schemes.
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