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Abstract: In wireless networks, the bandwidth is likely to
remain a scarce resource. We foresee scenarios wherein
mobile hosts will require simultaneous data transfer across
multiple links to obtain higher overall bandwidth. A call
request of a connection in a wireless network is blocked if
there exits no bandwidth route. This blocking does not
mean that the total system bandwidth capacity is less than
the request, but that there is no path in which each link has
enough residual unused bandwidth to satisfy the require-
ment. Like the routing in a datagram network, if packets of
a virtual circuit can stream across multiple paths, we can
select multiple bandwidth routes such that the total band-
width can meet the requirement of a source-destination
pair. Therefore, even though there is no feasible single path
for a bandwidth-constrained connection, we may still have
a chance to accept this one if we can find multiple band-
width routes to meet the bandwidth constraint. The cost we
must pay is the overheads on the packet switching in each
node, and the packet reordering at the destination side. But
we can improve the bandwidth utilization and the call
blocking rate. In this paper, we propose a bandwidth-con-
strained routing algorithm to aggregate the bandwidth of
multiple wireless links by splitting a data flow across multi-
ple paths at the network layer. That is, it allows the packet
flow of a source-destination pair to be delivered over multi-
ple bandwidth routes with enough overall resources to sat-
isfy a certain bandwidth requirement. Our algorithm con-
siders not only the QoS requirement, but also the cost opti-
mality of the routing paths to improve the overall network
performance. We have analyzed the performance character-
istics of the aggregation scheme and demonstrated signifi-
cant gain when the links being aggregated have similar
bandwidth and latency. Extensive simulations show that
high call-admission ratio and resource utilization are
achieved with modest routing overheads. This algorithm
can also tolerate the node moving, joining, and leaving.
Keywords: multi-path routing, quality-of-service (QoS)
routing, ad hoc network

1. INTRODUCTION
In more recent years, the interest in wireless ad hoc
networks is grown along with wireless communica-
tion devices, such as laptop computers, PDAs, and
Bluetooth devices. A wireless ad hoc network can be
a collection of wireless mobile hosts forming a tem-
porary network without infrastructure. Each mobile
host acts as a router, forwarding data packets for

other nodes. Because of the dynamic topology, it is
difficult to design a routing protocol. The routing pro-
tocols in wireless ad hoc networks can be categorized
into two types. One is table-driven (e.q., DSDV[25])
and the other is on-demand (e.q., DSR[15],
AODV[26]). However, all of the above are only deal
with the best-effort traffic. Connections that need
quality-of-service (QoS) requirement are not sup-
ported.

In wireless ad hoc networks, due to its dynamic
nature and no centralized admission control, it is
more difficult to establish a QoS connection than in
cellular networks. [20] proposed a QoS routing proto-
col based on table-driven routing protocol that adds
bandwidth information into routing tables. Like table-
driven protocol, periodically exchange routing infor-
mation, and while a connection request arrives, looks
up the routing table to decide the next hop. There is a
difference that it establishes a route, which satisfies
the QoS requirement. Similarly, [19] is based on on-
demand routing protocol that adds in bandwidth
information into Route_Request (RREQ) messages,
and broadcasts the messages initialized by source
node to its neighbor nodes. Finally, RREQ messages
reach destination node. Then one that is satisfied QoS
requirement is picked and Route_Response (RREP)
message is sent along the picked route to source
node. Both two protocols are simple and available,
but they also inherit the drawbacks that the overhead
of maintaining routing table in table-driven routing
protocol even though without any connection in net-
work and broadcasting RREQ messages in on-
demand routing protocol.

[6] proposed a ticket-based probe (TBP) scheme
to search a QoS route. A ticket is the permission to
search one path. The source node issues a number of
tickets base on the QoS requirement. Probes are sent
from source toward destination to search for a low
cost path that satisfies the QoS requirement. At the
intermediate node, a probe with more than one ticket
is allowed to be split into multiple ones, each search a
different downstream sub-path. An intermediate node
splits the tickets according to the local state and the
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end-to-end information updated periodically by a dis-
tance-vector protocol. If all probes arrive destination,
it will selec a single path that is the lowest cost and
satisfies the QoS requirement. The goal of designing
tickets is to bound the number of messages to be sent.
However, [6], [19], and [20] are single path routing.

In bandwidth-constrained routing, bandwidth uti-
lization of single path QoS routing protocol is low,
because the residual bandwidth of links can not sat-
isfy the new connection request. It is essential to
effectively use resource in wireless ad hoc networks,
since it is limited. In this paper, we propose a band-
width-constrained routing protocol that improves the
bandwidth utilization by searching for a multi-path to
satisfy QoS requirement. This protocol includes the
scheme to search multi-path, splitting algorithms, and
management of route.

The rest of the paper is organized as follows. The
system models are given in Section 2. The idea of
multi-path routing is described in Section 3. The sim-
ulation results are presented in Section 4. Finally,
Section 5 concludes the paper and feature work.

2. SYSTEM MODEL
One can present a network by a graph G = (V , E),
where V is a set of nodes that are interconnected by a
set E of full-deplex directed communication links. A
link (a, b) means that nodes a considers node b as a
valid neighbor for packet forwarding and adjusts
transmitting power according to their distance, and
vice versa. That is, they are in the transmission range
of each other. Assume that the effective transmission
distance of every node is uniform. V and E are
changing over time where nodes move, join, and
leave (or power off). Each node has a unique identi-
fier and has at least one transmitter and one receiver.
We assume there exists a neighbor discovering
scheme. Any node can know its neighbors by periodi-
cally transmitting a BEACON packet identifying
itself. Neighboring nodes share a common wireless
medium, and packets are transmitted by a local
broadcast. There is a MAC protocol to be assumed to
resolve the medium contention, support resource
reservation, and ensure that, among the neighbors in
the local broadcast range, only the intended receiver
receives the packet, and the other neighbors discard
the packet.

A QoS connection (call) is a connection that has
an end-to-end performance requirement such as a
delay or bandwidth constraint. The QoS metrics we
consider here are the bandwidth only. This is because
bandwidth guarantee is one of the most critical
requirements for real time applications. We assume
ev ery node has the precise information about its local
state. A node i keeps the up-to-date local state about
all outgoing links. The state information of link (i, j)
includes: 1) BW (i, j), the residual (unused) band-
width of the link; and 2) cost(i, j), the transmission
cost, which can be simply one as a hop count or

function of the link utilization. The bandwidth and
cost of a path P = i → j → . . . → k → l are
defined as follows:

BW (P) = min {BW (i, j), . . . , BW (k, l)}

cost(P) = cost(i, j) + . . . + cost(k, l).

The main objective of the routing algorithms pre-
sents here is to set up connections (i.e., virtual cir-
cuits) in a network when sessions are initiated, and to
maintain them during the lives of the sessions. The
set-up process includes a reservation of network
resources for the connection, if these resources are
not available the set-up fails, or in other words, the
connection is blocked. Our aim is to minimize the
blocking probability for a connection.

Given a source-destination pair and a bandwidth
requirement B, the problem of bandwidth-con-
strained routing is to find a feasible path P between
the source and the destination such that band-
width(P) ≤ B. When multiple feasible paths exist,
finding the least-cost path is an NP-complete prob-
lem. The routing decision influences the blocking
probability. For example, if two routing algorithms
differ in the length of the selected routes, and thus in
the consumption of network resources, usually the
probability of successfully finding sufficient
resources for more connections is lower for the algo-
rithms that wastes resources. Thus, the quality of the
routing decision also effects the blocking probability
in the network.

In an ad hoc wireless network, the stationary or
slowly moving nodes are likely to exist continuously.
Such links are called stationary links. Comparatively,
links between fast moving nodes are likely to exist
only for a short period of time. Such links are called
transient links. An routing path is constructed by a
sequence of wireless links. These links should be sta-
tionary whenever possible in order to reduce the
probability of a path breaking when the network
topology changes. That is, the cost of a transient link
should be higher than that of a stationary link.
Because wireless links in ad hoc network are unpre-
dictable, it is impractical to exactly determine a link
to be either stationary or transient. A simple approxi-
mation approach discussed in [32] is based on an
expirical observation that the links that are just
formed are more likely to be broken than the links
that have already existed for some time. Thus, when-
ev er a new link is formed, it is set as a transient link.
After the link remains unbroken for a time period, it
is changed to be a stationary link.

The bandwidth of wireless link is quite limited
and unstable. For a network to deliver QoS guaran-
tees, it must reserve and control resources. A virtual
circuit (VC) can be accepted if not only it has enough
available bandwidth, but also it can not disrupt the
existing QoS VCs. Otherwise, it will be blocked.
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Sometimes, a network has enough bandwidth capac-
ity to accept the traffic of a new VC. However, the
VC may be still blocked because of no existence of a
bandwidth route. If packets of a VC traffic are
allowed to travel along different paths like the routing
for datagram traffic, we can construct multiple routes
for a VC. Thus, the bandwidth requirement can be
shared among these routes.

Consider the example depicted in Figure 1. The
number on each link is the residual bandwidth (say,
megabits per second) of the link. Suppose S wants to
stream data to T across to the ad hoc networks, and
the bandwidth requirement is 10 units. Observe that
this call request will be rejected because there is no
path to meet this requirement (the residual bandwidth
on any outgoing link is less than the requirement).
However, if we let the traffic be streamed over multi-
ple outgoing links to enhance the overall bandwidth,
then the call can be accepted as shown in Figure 1.
Therefore, even though there is no feasible single
path for a bandwidth-constrained connection, we may
still have a chance to accept this one if we can find
multiple bandwidth routes to aggregate the bandwidth
to meet the total bandwidth constraint.

Several questions arise when considering the
possible ways to achieve this effect. Should the data
stream be split into multiple streams at the applica-
tion level? In this case, the application would open
multiple connections across different network routes
and be responsible for splitting the data stream at the
server and merging it properly at the client. This
approach might be too cumbersome and restrictive
since the number of connections might have to be
decided in advance in order to figure out how many
flows to split the traffic into. Alternatively, should the
splitting be done at transport layer or at the network
layer? In essence we are considering this general
question of striping a connection across multiple
paths at the network layer for bandwidth aggregation.
The concept is shown in Figure 2. The cost we must
pay is the overheads on the packet switching of multi-
ple data streams in each node, and the packets
reordering and merging at the destination side. But
the significant gain we can get is to enhance the
bandwidth utilization. This is especially important for
wireless channel because of its much smaller band-
width than the wired channel. For the issue of the
information imprecision for the link state (either local
or global), it is not considered in the paper.
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Figure 2: Concept of splitting in transport layer or network layer

3. BANDWIDTH-CONSTRAINED ROUTING

3.1. Look for the Route
We use the request/reject scheme to look for a multi-
path in an ad hoc network. Initially, the source node
sends the request messages to the next hops accord-
ing to the local state and split algorithm. When an
intermediate node receives a request message, the
node determines, which can be the next hop. If exis-
tence, it sends the request messages to the next hop.
Here, the next hop may be not olny one. Else, a reject
message will be backed to its former node, until all
request messages arrive the destination node. If the
intermediate node receives the reject message, it must
try to forward the request message to its neighbor
nodes unless the former node and the nodes that have
be rejected. If it can not forward the request message
any more, it will return the reject message to its for-
mer node, and so on. Until the source node receives
any reject message and cannot forward again, we will
declare this connection failure.

Figure 3 illustrates a simplified example of
request/reject scheme. Node s wants to establish a
QoS connection needed 10 unit of bandwidth toward
node t and sends a request with 10 unit of bandwidth
toward destination t (denoted by reqst(10)). When
node i receives the reqst(10) message and residual
units of bandwidth of the links between its neighbor
node can not satisfy the QoS requirement but the
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summary of residual bandwidth of them satisfies the
QoS requirement, it splits the request message to
reqst(4) and reqst(6). As node j receives the mes-
sage reqst(6), it originally sends the message to node
k. But node k can not continue to forward the request
message to its neighbor node and then node k returns
the reject message rejst(6) to node j. Hence node j
re-forwards the reqst(6) message to node t. Until all
request messages arrive the destination, the connec-
tion establishes successfully.
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Figure 3: Topology of Ad Hoc Network
In the previous scheme, messages may cycle

around loops. Three possible approaches discussed in
[6] to avoid cycling infinitely are: 1) at most one mes-
sage is allowed to be sent to every outgoing link; 2)
the number of hops that a message can traverse is
bounded. 3) message records the traversed paths that
will be discard. We use the third one in our simula-
tion.

3.2. Data Structure
The data structure of request/reject message is shown
in Table 1. The "rejected" field is a set of the nodes
that have rejected this connection request to avoid
forwarding the request message to a node that has
rejected this connection request.

Parameters Description

id system unique identification
for the connection request

type request or reject message

s source node

t destination node

B initial bandwidth requirement

B′ current bandwidth requirement

path a linked list of nodes that have
traversed so far

rejected a set of nodes that have be
rejected

cost accumulated cost of the path
traversed so far

Table 1: Data Structure

3.3. Split Algorithms
Consider a connection request whose source and des-
tination are s and t, respectively. The request message
of the connection, which arrives the intermediate
node i is denoted by pi . Suppose Ni is the set of
neighbor nodes of node i and the bandwidth require-
ment of received message is B pi

. R p is the linked list
of nodes that message pi has traveled so far. J p is the
set of nodes that message pi has be rejected so far.
Defines that candidate set R p

i is the nodes, which are
the neighbors of node i and the candidates for request
message pi . In another word,

R p
i =





j 




Ni − R p − J p









. We will select the

next nodes form the candidate set R p
i . Lets that

j ∈R p
i and link(i, j) is the link between node i and j.

The residual bandwidth and cost of link(i, j) are bij
and cij , respectively.

Figure 4 is an example that node E forwards a
request message with bandwidth requirement 10 to
node A. Now, node A determines, which nodes in its
neighbor nodes set are the next hop and how many
unit of bandwidth to be split. There are three nodes in
neighbor nodes set of node A.We will use the follow-
ing four splitting algorithm to determine that. In the
figure, (m, n) is the parameter of link, where m is the
residual bandwidth and n is the cost of link. In this
example, R p

i = {B, C, D}.

(4, 10)
10

A

B

C

D

E

(6, 40)

(8, 25)

Figure 4: An example of forwarding request message.
Algorithm A
Before splitting the request message, we sort bij for
all j ∈R p

i and obtain a sorted decreasing list of resid-
ual bandwidth Lb. Let Lb = {bi1, bi2, . . . , bin},
where n = R p

i  and bi1 ≥ bi2 ≥ . . . ≥ bin. In order
to limit the number of split, we select the next nodes
from the largest residual bandwidth such that

B =
m

j=1
Σ b j , where 1≤m≤n. The algorithm is as fol-

lowing:
See Figure 4(a). Lb = {8, 6, 4} There are two

request messages forwarded. One is forwarded to
node B with bandwidth requirement 8 and another is
forwarded to node D with bandwidth requirement 2.



-6-

bandwidth_requirement = B pi
;

for (int j=1; bandwidth_requirement>0; j++)
{

int split_bandwidth = Lb[j]->bij ;
if (split_bandwidth > bandwidth_requirement)

split_bandwidth = bandwidth_requirement;

p j->B′ = split_bandwidth;
bandwidth_requirement -= split_bandwidth;

}

(4, 40)

10

2

8

(4, 10)A

B

C

D

E

(0, 25)

Figure 4(a): An example of forwarding the request message
by splitting algorithm A.

Algorithm B
Algorithm B is similar to A. We sort cij for all j ∈R p

i
and obtain a sorted increasing list Lc . Let
Lc = {ci1, ci2, . . . , cin} and ci1 ≤ ci2 ≤ . . . cin. In
order to obtain the lower cost route, we choose the
next hop from the smallest link cost such that

B =
m

j=1
Σ b j , where 1≤m≤n. The algorithm is as fol-

lowing:

bandwidth_requirement = B pi
;

for (int j=1; bandwidth_requirement>0; j++)
{

int split_bandwidth = Lc[j]->bij ;
if (split_bandwidth > bandwidth_requirement)

split_bandwidth = bandwidth_requirement;

p j->B′ = split_bandwidth;
bandwidth_requirement -= split_bandwidth;

}

See Figure 4(b). Lc = {10, 25, 40} There are
two request messages forwarded. One is forwarded to
node C with bandwidth requirement 4 and another is
forwarded to node B with bandwidth requirement 6.

(6, 40)

10 4

6
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C

D

E (0, 10)

(2, 25)

Figure 4(b): An example of forwarding the request message
by splitting algorithm B.

Algorithm C

Define rij =
bij

cij
. We sort rij for all j ∈R p

i and obtain

a sorted decreasing list of the ratio Lr . Let
Lr = {ri1, ri2, . . . , rin}, where n = R p

i  and
ri1 ≥ ri2 ≥ . . . ≥ rin. In order to limit the number of
split and obtain a lower route, we select the next node

from the largest ratio such that B =
m

j=1
Σ b j , where

1≤m≤n. The algorithm is as following:

bandwidth_requirement = B pi
;

for (int j=1; bandwidth_requirement>0; j++)
{

int split_bandwidth = Lr [j]->bij ;
if (split_bandwidth > bandwidth_requirement)

split_bandwidth = bandwidth_requirement;

p j->B′ = split_bandwidth;
bandwidth_requirement -= split_bandwidth;

}

In Figure 4(c), (m, n q) is the parameter of link,
where m is residual bandwidth, n is link cost and q is
the bandwidth-cost ratio. Lr = {0. 4, 0. 32, 0. 15}
There are two request messages forwarded: one is
forwarded to node C with bandwidth requirement 4
and another is forwarded to node B with bandwidth
requirement 6.

(0, 10, 0.4)
10 4

6

A

B

C

D

E

(6, 40, 0.15)

(2, 25, 0.32)

Figure 4(c): An example of forwarding the request message
by splitting algorithm C.

Algorithm D
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Supposes that j ∈R p

i and defines Lb as the same as
in Algorithm A. The bandwidth requirement that

node i forwards to node j is







bij

k ∈R p
i

Σ bik
× B pi







. The

algorithm is as following:

bandwidth_requirement = B pi
;

for (int j=1; bandwidth_requirement>0; j++)
{

int split_bandwidth =







Lb[ j]− > bij

k ∈R p
i

Σ Lb[k]. bik
× B pi







;

if (split_bandwidth > bandwidth_requirement)
split_bandwidth = bandwidth_requirement;

p j->B′ = split_bandwidth
bandwidth_requirement -= split_bandwidth;

}

See Figure 4(d). Lb = {8, 6, 4} There are three
request messages forwarded. One is forwarded to
node B with bandwidth requirement 5, one is for-
warded to node C with bandwidth 1 and another is
forwarded to node D with bandwidth requirement 4.

(3, 10)
10
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(3, 25)
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Figure 4(d): An example of forwarding the request message
by splitting algorithm D.

3.4. Rerouting
Each node in ad hoc network is mobile. Once the link
becomes disconnected due to that the packets can not
be forwarded to the next hop. We should reconstruct
the broken paths as soon as possible. During the
reconstructing time, the QoS guarantee is disrupted.
There are three approaches to reconstructing the bro-
ken paths: rerouting, path redundancy, and path
repair. Rerouting is the common approach to deal
with the problem of path breaking in ad hoc network.

Once an intermediate nose detects the broken
link, it blocks the packet that wants to forward and
then starts to reroute. The scheme of rerouting is as
same as the routing, using request and reject

message. The node detecting broken link forward the
request message by splitting algorithms toward the
destination. Until the new routing is established, the
node starts to forward the packets in the buffer again.
During establishing the new route, the buffer of this
session may be full and the packets start to lost.

3.5. Soft State
Once the request message passes a node, the resource
has been reserved. In the duration of searching a
route, the reserved resource can be released by the
reject message. But, after routing process, as the net-
work topology changes dynamically, routing paths
may be broken into pieces, and the network may even
be partitioned. There is a problem how to release the
reserved resource.

There are two way to solve this problem. One is
that, as an intermediate node detects that a previous
node of connection is not its neighbors any more, it
sends the release message to free the reserved
resource along with the downstream sub-paths toward
destination. The other is that using soft states helps to
release the unused resource automatically. In our sim-
ulation, we adopt the second method to avoid for-
warding too many messages.

Every node in network maintain a connection
table, which has an entry for every connection pass-
ing the node, containing the incoming and outgoing
links, source and destination node ID, connection ID,
reserved resource, and Time-to-Live (TTL). The
description of every entry in connection table is
shown in Table 2. If the data packets pass the node,
TTL of entry will be refreshed, and if not refreshed,
the entry will be deleted.

Entry Description

id system unique identification for the
connection request

s source node

t destination node

incoming a set of links which the node receive
packets from

outgoing a set of links which the node forward
packets to

resource the reserved resource for this connection

TTL Time-to-Live

Table 2: Connection Table

4. SIMULATION AND RESULTS
The network topology used in our simulation is ran-
domly generated. Thirty nodes are randomly placed
within a 10 × 10 m2 area. The radius of service
range of each node is 3.5 m. If the distance between
two nodes is smaller than the service range, a link is
added between them. The source node, destination
nodes and bandwidth requirement of each connection
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are randomly generated. The bandwidth requirement
is uniformly distributed in the range of [5, 15]. The
cost of each link is uniformly distributed in [1, 200].

Five algorithms are simulated: a routing algo-
rithm with single path and four multi-path routing
algorithms that we propose. The routing scheme of
single path algorithm is the same as request/reject
scheme that multi-path routing algorithms use, but
does not split bandwidth request, if there is not any
link satisfying bandwidth requirement, that is the
connection will be declared failure. The four routing
algorithm with multi-path is described in Section 3.2.

4.1. Bandwidth Utilization
The interval time of connection generated has expo-
nential distribution with mean 3 clocks. Once the
connection is permitted by administrator control, the
source node continuously sends packets to the desti-
nation node. AS the number of connections become
later, the system is going to a full state, meaning that
no connection can be permitted. The bandwidth uti-
lization is defined as follows:

band width utilization =

number of link bandwidth in use

total number of initial link bandwidth

In Figure 5, every curve limits to a value of link uti-
lization, respectively. As expected, the algorithms of
multi-path have higher bandwidth utilization than
algorithm of single path. This is because the algo-
rithms with multi-path can allow the connection,
which bandwidth requirement is smaller than residual
bandwidth provided by a single link, but is larger
than total number of residual bandwidth provided by
all links between its neighbor nodes.
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4.2. View of the Connection
In Figure 6, the control message including request
and reject message is counted. The figure shows that
the number of control messages are sent to establish a
connection. Because the better paths are used by

former connections, the later connections need more
control messages to establish route.

In the figure, the simulation environment can
permit 15 connections that use multi-path algorithm
but only permit 13 connections that use single path
algorithm at most. Because the bandwidth is used by
former connections, the later established connection
needs more message to be sent. The number of vir-
tual circuit that is established by algorithm D is larger
than the other, so the number of messages is larger
than the other. The single path algorithm establishes
only one virtual circuit, so it needs the least number
of messages.
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Figure 6: The number of message to be sent.

The bandwidth requirement of Figure 7 and 8 is
exponential distribution. Figure 7 compares the per-
centage of intermediate nodes (includes source node)
having more than one child in all intermediate nodes.
Figure 8 compares the number of children that each
splitting intermediate node (includes source node)
has. In Figure 7, as the bandwidth requirement is
larger, the splitting nodes is increasing, except the
single path algorithm, which does not split any child.
The condition of splitting with algorithm D is most
serious because of loading balance and the other
algorithms are so close because they are so simular.

In Figure 8, we want to show the condition of
splitting, so do not simulate the single path algorithm.
The number of children with multi-path algorithm A,
B, C and D is about 2.2, but one with multi-path algo-
rithm D is 3.3. That is because the algorithm D is
designed to balance load, so that the data flow is split
to more children.
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Figure 7: The number of nodes that have more than one child.

0

0.5

1

1.5

2

2.5

3

3.5

4

4 6 8 10 12 14

th
e 

nu
m

be
r 

of
 c

hi
ld

re
n 

th
at

 e
ac

h 
sp

lit
tin

g 
no

de
 h

as

average bandwidth requirement

Multi-path with Algorithm A
Multi-path with Algorithm B
Multi-path with Algorithm C
Multi-path with Algorithm D

Figure 8: Average of children that each splitting nodes has.

4.3. Mobility Test
In our mobility model, every node stays at its current
location for a period, called pause time. Then it ran-
domly selects the new location and moves to it. When
the node detects broken link on the route, it would
block the data in the buffer and repair the route. The
buffer size of every node is 100. If the buffer is full,
the data starts to lose. If the route can not be repaired,
this connection is forced terminated by administrator
control. The forced terminate ratio is defined as fol-
lows:

fo rced terminate ratio

=
the number of forced terminated connections

the total number of established connections

In Figure 9, we adjust the mean of mobility rate, that
is exponential distribution, and observe the forced ter-
minated ratio. The forced terminate means that the
connection, which administration control has permit-
ted to join to the system is be terminated because of
mobility. The pause time is uniformly distributed in
the range of [1, 20 clocks]. Here, we only compare
with single path and multi-path algorithm, which we
choice algorithm C to represent. Figure 9 shows that

the forced terminate ratio increase as mobility and the
forced terminate ratio with multi-path algorithm is
larger than one with single path algorithm because
route established by multi-path algorithm passes
more links, and increases the probability of link bro-
ken.

In Figure 10, we adjust the mean of pause time,
that is exponential distribution, and observe the ratio
of data lost. The data lost ratio is defined as follows:

data lost ratio =
the number of data lost

the total number of data be sent

In the condition with high mobility, the data lost ratio
is serious. The condition of splitting affects the ratio
of data lost, too. The Algorithm D has the highest
data lost ratio.

Finally, we know that the number of splitting
bandwidth requirement is affected by mobility. If the
algorithm is designed to split more bandwidth
requirement, it will affected by mobility seriously.
Under the mobile environment, multi-path algorithm
is not a best ideal, but if we want to have higher uti-
lization, multi-path algorithm is an approach to
achieve it.
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5. CONCLUSION AND FEATURE WORK
In this paper, the scheme of establishing route is sim-
ular to depth-first search algorithm, so it takes a lot of
time to look up a route. In the future, we hope to dis-
cover good scheme to look up multi-path that satisfies
QoS requirement.

The algorithm to split the bandwidth requirement
does not have highest performance, but in some con-
dition, we prefer to choice it. For example, considers
the power consumption. In the future, We will apply
this approach to solve the problem about power con-
sumption.
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