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Abstract{ We discuss software reliabil-
ity growth modeling considering with testing-
coverage. The testing-coverage is one of the im-
portant metrics related to the software reliabil-
ity growth process. First we develop an alter-
native testing-coverage function to describe time-
dependent behavior of testing-coverage maturity
process. Then, we propose a software reliabil-
ity growth model by formulating the relation-
ship between the testing-coverage maturity process
and the software reliability growth process. And
we derive several software reliability assessment
measures which are useful metrics for quantita-
tive assessment of software reliability. Finally,
we show numerical examples of software reliabil-
ity analysis based on the proposed model by using
an actual data set.

Keywords: Software reliability assessment;
Testing-coverage; Alternative testing-coverage
function; Discretized parameter estimation
method; Nonhomogeneous Poisson process
model.

1. Introduction

Software reliability assessment is one of the im-
portant issues to produce reliable software sys-
tems. A software reliability growth model (ab-
breviated as SRGM) [1{4] has been utilized as
one of the fundamental techniques for quanti-
tative assessment of software reliability. The
SRGM describes the software fault-detection phe-
nomenon or the software failure-occurrence phe-
nomenon by applying stochastic and statistical
theories. Especially, it is well-known that a non-
homogeneous Poisson process model (abbreviated
as NHPP model) can characterize the software
reliability growth process simply by supposing a
suitable mean value function of an NHPP. Ac-
cordingly, the NHPP model has been utilized
for software reliability assessment in many soft-
ware houses and computer manufacturers from
high applicability and simplicity of the model
structure of an NHPP point of view [5]. Up to
now, several speci�c NHPPmodels have been also
proposed such as imperfect debugging SRGM's

[6, 7], testing-domain dependent SRGM's [8, 9],
and so forth. The testing-domain dependent
SRGM's have been derived by considering the
time-dependent behavior of a testing-domain cov-
erage which is a factor related to the software re-
liability growth process.
In this paper we focus on a testing-coverage

as a key factor related to the software reliabil-
ity growth process. The testing-coverage is one
of the important measures to evaluate the qual-
ity of testing and tested software products. There
are several researches on the relationship between
the testing-coverage and the software reliabil-
ity. Speci�cally, Fujiwara and Yamada [9] and
Malaiya et al. [10] have proposed a software re-
liability growth model with the testing-coverage,
respectively, and Pham and Zhang [11] also pro-
posed an NHPP model and software cost mod-
els with the testing-coverage. However, our ap-
proach is di�erent from the researches above in
terms of the relationship between the testing-
coverage and the software reliability growth pro-
cess. First we propose an alternative testing-
coverage function to describe time-dependent be-
havior of a testing-coverage maturity process.
Then, we formulate the relationship between the
attained testing-coverage and the number of de-
tected faults. Estimation methods for unknown
parameters of the alternative testing-coverage
function and our SRGM are also discussed, re-
spectively. Finally, we derive several software
reliability assessment measures which are useful
metrics for quantitative software reliability as-
sessment, and show numerical examples of soft-
ware reliability analysis based on the proposed
model by using an actual data set.

2. Testing-Coverage

Testing-coverage is one of the important mea-
sures to evaluate the quality of testing and tested
software products. The typical testing-coverage
measures are classi�ed into several types in terms
of control ow testing as follows: statement cover-
age, branch coverage, path coverage. For exam-
ple, the statement coverage is measured on the
basis of the statement-paths that have been ex-
ecuted at least once by the test-cases. This is
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called C0 testing-coverage measure.
Most SRGM's are ordinally developed by char-

acterizing the relationship between the testing-
time and the number of detected software faults.
Accordingly, we need to characterize the relation-
ship between the testing-time and the testing-
coverage to develop an SRGM considering with
testing-coverage maturity process �rst. In this
section we discuss basic concepts to describe the
time-dependent behavior of the testing-coverage
maturity process.

2.1. Formulation

First we propose a basic equation to de-
scribe the time-dependent behavior of the testing-
coverage maturity process, which is called as an
alternative testing-coverage function in this pa-
per. For developing the function, we assume that
the testing-coverage maturity rate at any time is
proportional to the di�erence between the tar-
get value and the current one of testing-coverage.
Letting C(t) be the ratio of testing-coverage at-
tained by arbitrary testing time t, we can derive
the following di�erential equation from the as-
sumption:

dC(t)

dt
= �(t)[� � C(t)]

(� > 0; �(t) > 0); (1)

where � indicates the target value of testing-
coverage to be attained, and �(t) the testing-
coverage maturity ratio at arbitrary testing time
t. We can easily obtain the alternative testing-
coverage function by solving the above di�eren-
tial equation with respect to C(t).

2.2. Formulation with testing-skill

The testing-coverage discussed above helps
software development managers to evaluate
whether the test-cases have been designed to de-
tect faults e�ectively. Accordingly, the time-
dependent behavior of the testing-coverage de-
pends on a testing-skill of test-case designers. In
this paper we assume that the testing-skill of test-
case designers increases as the ratio of testing
progress goes on. Supposing that the testing-skill
factor for the test-case designers is given as

r =
bini
bsta

; (2)

we extend �(t) in Eq.(1) as follows:

�(t) � B(C(t)) = bstafr + (1� r)
C(t)

�
g;

(3)

where bini represents the initial testing-skill fac-
tor of the test-case designers, bsta the steady-state
one, and r the inection coe�cient. Substituting
Eq.(3) into Eq.(1), we can obtain the following

equation by solving the di�erential equation in
Eq.(1):

C(t) =
�(1� e�bsta�t)

1 + z � e�bsta�t
; (4)

where z = (1 � r)=r. We call Eq.(4) an alterna-
tive testing-coverage function with testing-skill in
this paper. The inection point of the alternative
testing-coverage function in Eq.(4) is derived as

t� =
log z

bsta
: (5)

Then, we have

C(t�) =
�

2

�
1�

1

z

�
: (6)

In Eq.(4), C(t) indicates an exponential growth
curve if r = 1 for the case that the internal
program structure is simple, and indicates an S-
shaped one called a logistic curve if r ! 0 for
the case that the internal program structure is
complex and the testing-e�ort increases more and
more as the testing time goes on.

3. Software Reliability Modeling

3.1. NHPP model

Time-dependent behavior of a software fault-
detection process or a failure-occurrence phe-
nomenon, i.e., a software reliability growth pro-
cess, has been formulated by using a counting
process ordinarily. An NHPP which is one of the
counting processes is widely used for the software
reliability growth modeling. A counting process
fN(t); t � 0g is said to be an NHPP with mean
value function H(t) if N(t) obeys the following
distribution:8>>><>>>:

PrfN(t) = ng=
fH(t)gn

n!
exp f�H(t)g

(n = 0; 1; 2; � � � );

H(t) =

Z t

0

h(�)d� ;

(7)

where h(�) is the intensity function representing
the instantaneous fault-detection rate. The time-
dependent behavior of the fault-detection process
is characterized by the mean value function H(t)
which means the expected number of faults de-
tected in the time-interval (0; t]. In this paper
we assume that the expected number of faults
detected at testing time t is proportional to the
expected current fault content. Accordingly, we
can obtain the following di�erential equation:

dH(t)

dt
= b(t)[a�H(t)]; (8)

where a represents the expected initial fault con-
tent in the software system, and b(t) the fault-
detection rate per fault at testing time t. The
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mean value function can be derived as follows by
solving the di�erential equation in Eq.(8):

H(t) = a

�
1� exp[�

Z t

0

b(�)d� ]

�
: (9)

Most NHPP models can be characterized by b(t)
in Eq.(8) or Eq.(9), i.e., Eq.(9) is so-called a Goel-
Okumoto SRGM [13] when b(t) � b.

3.2. Modeling with testing-coverage

In this section we propose a software reliabil-
ity growth model considering with the testing-
coverage maturity process based on the NHPP.
First we formulate the relationship between the
testing-coverage muturity process and the ex-
pected number of detected faults.
Supposing that the expected number of faults

detected at testing time t is proportional to the
expected current fault content and the attained
testing-coverage at testing time t, we can formu-
late the relationship as the following equation by
using Eq.(4):

dHC(t)

dt

,
dC(t)

dt
= s[a�HC(t)]; (10)

where s is the fault-detection rate per attained
testing-coverage and per fault. That is, b(t) in
Eq.(8) or (9) is given as b(t) � bC(t) = s � c(t)
in which c(t) � dC(t)=dt. Then, we can obtain
the following solution by solving the di�erential
equation in Eq.(10) with respect to HC(t):

HC(t) = a [1� exp f�s � C(t)g] : (11)

We de�ne the NHPP model with the mean value
function in Eq.(11) as an SRGM with the testing-
coverage. It is noted that the mean value func-
tion with the testing-coverage in Eq.(11) has the
following property:

lim
t!1

HC(t) = a (1� exp[�s � �]) ; (12)

which implies thatHC(t) in Eq.(11) does not con-
verge on the initial fault content a in the software
system even if t ! 1. Therefore, fa �HC(1)g
represents the expected total fault content to be
detected on the other testing-coverage factors.

4. Parameter Estimation

We discuss methods of parameter estimation
for the alternative testing-coverage function in
Eq.(4) and the SRGM in Eq.(11), respectively.
We suppose that K data pairs (tk; xk ; yk)(k =
0; 1; 2; � � � ;K) with respect to the total number of
detected faults, yk, and the total attained testing-
coverage, xk, during the time-interval (0; tk] are
observed.
We �rst discuss an estimation method for the

alternative testing-coverage function in Eq.(4).
The method of least-squares is applied to Eq.(1)

transformed into an integrable di�erence equa-
tion. Concretely speaking, �rst we derive the
following integrable di�erence equation via using
Hirota's bilinearization methods [14] from the dif-
ferential equation in Eq.(1) with �(t) in Eq.(3):

Cn+1 � Cn = �r�bsta +
�bsta(1� 2r)

2

� [Cn + Cn+1]�
�bsta(1� r)

�
CnCn+1:

(13)

Solving the above di�erence equation yields an
exact solution of Cn representing the testing-
coverage attained by nth testing-period as

Cn =
�
h
1�

�
1� 1

2
�bsta

1+ 1

2
�bsta

�ni
1 + z

�
1� 1

2
�bsta

1+ 1

2
�bsta

�n
(z > 0; 0 � r � 1) ; (14)

where � represents the constant time-interval,
that is, t = n�. We should note that Eq.(13) con-
serves the characteristics of the di�erential equa-
tion in Eq.(1) with �(t) in Eq.(3). That is, the
di�erence equation in Eq.(13) has an exact solu-
tion, and, as � ! 0, Eqs.(13) and (14) converge
on the original di�erential equation in Eq.(1) with
�(t) in Eq.(3) and the exact solution in Eq.(4)
of the di�erential equation, respectively. These
properties above are features of a integrable dif-
ference equation derived by using the Hirota's bi-
linearization methods. From Eq.(13), a regres-
sion equation to get parameter estimates can be
derived as the following:

Yn = A+B1Kn +B2Ln; (15)

where8>>>>>><>>>>>>:

Yn = Cn+1 � Cn

Kn = Cn + Cn+1

Ln = CnCn+1

A = ��rbsta
B1 = �bsta (1� 2r)

�
2

B2 = ��bsta (1� r)
�
�:

(16)

Using Eq.(15), we can estimate bA, cB1, and cB2 by
using the observed testing-coverage data, which
are the estimates of A, B1, and B2, respectively.
Therefore, we can obtain the parameter estimatesb�, dbsta, and br from Eq.(16) as follows:8>>>>><>>>>>:

b� = bA.�qcB1

2

� bAcB2 � cB1

�
dbsta = 2

qcB1

2

� bAcB2

.
�

br =

�
1� cB1=

qcB1

2

� bAcB2

�.
2:

(17)

Yn, Kn, and Ln in Eq.(15) are independent of
� because � is not used in calculating Yn, Kn,
and Ln in Eq.(15). Hence, we can obtain the
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same parameter estimates b�, dbsta, and br, respec-
tively, when we choose any value of �. It is said
that this method can get more accurate parame-
ter estimates than the ordinary method of least-
squares [15].
Second we discuss an estimation method for

the mean value function in Eq.(11). We use the
method of maximum-likelihood to get the param-
eter estimates, ba and bs, in the mean value func-
tion. Then, the logarithmic likelihood function is
given as

lnL =

KX
k=1

(yk � yk�1) � ln[HC(tk)�HC(tk�1)]

�HC(tK)�

KX
k=1

ln[yk � yk�1];

(18)

from the properties of the NHPP. Furthermore,
we can derive the following simultaneous equa-
tions by partially di�erentiating the logarithmic
likelihood function lnL with respect to parame-
ters a and s:

@ lnL

@a
=

@ lnL

@s
= 0: (19)

By solving the above simultaneous equations nu-
merically, we can estimate ba and bs which are the
estimates of a and s, respectively.

5. Assessment Measures

In this section we derive several software re-
liability assessment measures which are useful
for quantitative assessment of software reliabil-
ity and the progress of the software testing pro-
cess. Speci�cally, we derive the software relia-
bility function, the instantaneous and cumulative
MTBF's (MTBF : mean time between software
failures).

5.1. Software reliability function

Given that the testing or the user operation
has been going up to time t, the probability that
a software failure does not occur in the time-
interval (t; t+ x](x � 0; t � 0) is derived as

R(x j t) = exp[�fH(t+ x)�H(t)g]; (20)

from Eq.(7). R(x j t) in Eq.(20) is called a soft-
ware reliability function. We can estimate the
software reliability by using this equation.

5.2. Instantaneous MTBF

We discuss the instantaneous MTBF which has
been used as one of the substitution for MTBF.
An instantaneous MTBF is approximately given
by

MTBFI(t) =
1

h(t)
: (21)
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Fig. 1： The estimated alternative testing-
coverage function (on the C0 testing-
coverage measure).
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Fig. 2： The estimated mean value function with
its 95% con�dence limits.

5.3. Cumulative MTBF

The cumulative MTBF is also the substitution
for the MTBF. The cumulative MTBF is approx-
imately derived as

MTBFC(t) =
t

H(t)
: (22)

If the instantaneous MTBF in Eq.(21) and the cu-
mulative MTBF in Eq.(22) take on a large value,
respectively, then we decide that the software sys-
tem becomes more reliable.

6. Numerical Examples

For evaluating the performance of our model,
we show numerical examples by using C0 testing-
coverage measure data recorded along with fault
count data collected from an actual testing of
an embedded software system. There are totally
296 faults detected and 90.6% of the C0 testing-
coverage measure attained within 24 weeks.
Figure 1 shows the estimated alternative

testing-coverage function bC(t) of Eq.(4) in which
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Fig. 3： The estimated software reliability.

the parameter estimates are obtained as b� =

90:796; dbsta = 0:388, and bz = 52:338. From Fig-
ure 1, we can see that the estimated alternative
testing-coverage function �ts well to the actual
C0 testing-coverage measure data. Next, Figure

2 shows the estimated mean value functiondHC(t)
of Eq.(11) and its 95% con�dence limits, where

the parameter estimates ofdHC(t) are obtained asba = 919:9 and bs = 0:4282. The 100% con�dence

limits fordHC(t) are derived as

dHC(t)�K

qdHC(t); (23)

whereK indicates the 100(1+)=2 percent point
of the standard normal distribution. And then,
we conduct the Kolmogorov-Smirnov (abbrevi-
ated as K-S) goodness-of-�t test [2, 3] to eval-

uate whether dHC(t) �ts statistically to the ob-
served data. This statistical testing is considered
to be e�cient even if the sample size of data set

is small [2]. We can verify thatdHC(t) �ts to the
observed data with the 5% level of signi�cance
from the result of the K-S goodness-of-�t testing.
Furthermore, Figure 3 depicts the estimated

software reliability function at the termination
of the testing in Eq.(20). If we assume that
the developed software system is used in the op-
eration phase which has the same environment
as the testing phase, we can estimate the soft-
ware reliability after 3 weeks from the termina-
tion time of the testing, R(3 j 24), to be about
0 � 554. And Figure 4 shows the estimated in-
stantaneous MTBF. We can estimate the instan-
taneous MTBF at the termination time of the
testing,\MTBFI(24), to be about 3 � 024 (weeks).

7. Concluding Remarks

We have discussed software reliability growth
modeling based on the testing-coverage which is
one of the key factors related to the software reli-
ability growth process in this paper. Speci�cally,
the relationship between the number of detected
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Fig. 4： The estimated instantaneous MTBF.

faults and the attained testing-coverage has been
discussed. And we have also discussed the pa-
rameter estimation methods of our models. In
particular, we have obtained the parameter esti-
mates of the alternative testing-coverage function
by using the regression analysis based on the inte-
grable di�erence equation derived from the orig-
inal di�erential equation. Then, we derive sev-
eral software reliability assessment measures such
as the software reliability function, the instanta-
neous and cumulative MTBF's. Finally, we have
shown numerical examples of the estimated al-
ternative testing-coverage function and the esti-
mated SRGM by using C0 testing-coverage mea-
sure data recorded along with fault count data
collected in an actual testing phase. Espe-
cially, for embedded software systems, the pro-
posed alternative testing-coverage function and
the SRGM enable us to see the maturity process
of the testing-coverage, and simultaneously esti-
mate the number of faults detected in the testing
phase.
Further studies are needed that we have to dis-

cuss more about the useful software reliability as-
sessment measures and the performance of the
proposed model by using several actual data mea-
sured on the other testing-coverage criteria.
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