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Abstract

With the growth of broadband networks,
the Video-on-Demand (VoD) becomes redlistic.
Many significant broadcasting schemes are
proposed to reduce the bandwidth requirements
for stored popular videos, but they cannot be
used to support live video broadcast perfectly.

Herein, we propose a new broadcasting
scheme, called Adaptive Live Broadcasting
(ALB) scheme, which supports live video
broadcasting and performs well over a wide
range of request arrival rates. From our analysis
and comparison, we find that our ALB scheme
is suitable to broadcast live video. It has several
significant advantages: (1). It has the shortest
maximum waiting time with fixed channels. (2).
It has the least maximum /O transfer
reguirements with fixed maximum waiting time
at client end. Finally, a simulation is employed
to evaluate several live broadcasting schemes,
such & UD, ST, AFB and ALB. The results
reveal our ALB scheme consumes the least
server bandwidth.

Keywords. Adaptive Live Broadcasting
Scheme, Network Bandwidth Scheduling,
Popular Video Service, Video-on-Demand
(WD)

1 Introduction

With the growth of broadband networks,
the Video-on-Demand (VoD) [13] becomes
realistic. Many studies start investigating VoD.
One of the important areas is to explore how to
distribute the top ten or twenty so-called “hot”
videos more efficiently. Broadcasting is a
promising solution. It transfers each video
according to a fixed schedule and consumes
constant bandwidth regardless of the number of

requests for that video. That is, the number of
users watching a given video is independent of
their bandwidth requirements. A basic
broadcasting scheme is the batch scheme [1].
The batch scheme delays the users’ requests for
a certain amount of time and serves these
requests in batch so that the bandwidth
consumption is saved. However, the batch
scheme still requires quite large bandwidth for
a hot video. For example, a film lasts 120
minutes. If each request for the film has to be
served within 10 minutes, we need to allocate
12 (120/10) video channels.

Suppose the set-top-box (STB) at the
client end can buffer portions of the playing
video on disk. With the STB, many significant
broadcasting schemes were proposed, such as
fast broadcasting (FB) [4, 8], pagoda
broadcasting (PB) [10], new pagoda
broadcasting (NPB) [11], recursive frequency
splitting (RFS) [3], staircase broadcasting (SB)
[6] and harmonic broadcasting (HB) [5, 7].
These schemes divide a video into multiple
equal-size segments and distribute these
segments through several independent data
streams. As well, they require the STB to
receive all segments from the streams when the
user dtarts watching the video. The
broadcasting schemes substantially reduce the
bandwidth requirements for hot videos. For
example, with the FB, a video server allocates
4 video streams for a 120-minute video, then its
waiting time is less than 8 minutes. Both the
bandwidth consumption and waiting time of the
fast broadcasting are superior to those of the
batch scheme.

Inthereal world, some history events are
very hot, for example, Comet Shoemaker-Levy
collision with Jupiter, thousands of people
attempt to connect to Internet to watch the
video immediately. Such actions easily produce
the network congestion. However, most of
these schemes, such as PB, NPB, RFS, SB and



HB, can not broadcast such hot live videos and
aleviate the congestion. In order to overcome
this obstacle, this paper proposed the Adaptive
Live Broadcasting (ALB) scheme, which
supports the live video broadcasting. The
simulation resultsindicate that ALB has shorter
waiting time and less bandwidth requirements
among 4 live broadcasting schemes.

The rest of this paper is organized as
follows. Next section introduces related work.
Section 3 describes the ALB. Section 4 shows
analysis and comparison. Section 5 presentsthe
simulation results. Conclusions are finaly
made in Section 6.

2 Related work

21 The requirements of live video

broadcasting

Initially, we analyze three important
requirements for live video broadcasting that
differs from the stored video broadcasting as
following.

R1. The total data transfer rate can not be
larger than the media production rate.
In the case of live broadcasting, the new
media is produced at constant speed
such that the broadcasting schemes that
always transfer data at a higher rate than
media production rate can not support
live broadcasting.

R2. The live video segment can not be
transferred preemptively until the video
segment is produced. The scenes of a
live video are captured and broadcasted
with video progress; the broadcasting
schemes can not transmit the posterior
and unavailable segments of live video
in advance.

R3. The broadcasting scheme hasto tolerate
the varying length of live videos. People
always wish that a live video is held
according to the schedule; however, in
the real world, the live video often ends
either early or late, rarely on time. Most
broadcasting schemes suppose that the
video's length is known and fixed. In the
case of early ending, the broadcasting
schemes simply free the allocated
channels, or repeat the last or blank
video segments. Hence, the viewer
watching the video is not affected. In the
case of late ending, the broadcasting
schemes require additional bandwidth to
handl e the situation of video elongation.

2.2 Theschemes regarding live broadcasting
221 New Pagoda Broadcasting scheme
(NPB)

The NPB [11] employs rectangular matrix
allocation method to distribute the
segment-to-stream mapping. The mapping is
optimal when each segment § can be
broadcasted exactly once every i dlots.
Accordingly, the NPB broadcasts each segment
S once every i slotsas possible asit can.

Figure 1 depicts the NPB with 4 streams.
It is able to transmit 26 segments and
guarantees that viewing delay will not exceed 4
minutes 37 seconds for a 2-hour video.
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Figure 1 The NPB scheme with 4 streams.

When we attempt to apply NPB to the live
video broadcasting, we find it fail to the
requirements R1 and R2. For example,
broadcasting a video with 3 streams as shown
in Figure 2. The segments $ and S ae
unavailable at slot 1, and the segments S, and
Ss are unavailable at slot 2, and so on.
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Figure 2 The NPB scheme with 3 streams.

If we add an additional live stream and
delay some segments distribution, the NPB can
broadcast live video. As well, we called it Live
NPB scheme as shown in Figure 3.
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Figure 3 The Live NPB scheme with 4
streams.



2.2.2 Recursive Frequency Splitting scheme
(RFS)

By using a more complex
segment-to-stream mapping, the RFS [6]
provides smaller waiting time than the NPB
scheme when the number of streams is larger
than 4. Figure 4 depicts the RFS with 4
streams.
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Figure 4 The RFS scheme with 4 streams

As earlier, the RFS fals to the
requirements R1 and R2. We must add an
additional live stream and delay some segments
distribution to support live video broadcasting,
caled Live RFSscheme.

2.2.3 Fast Broadcasting scheme (FB)

The FB scheme [4, 8] reduces the
bandwidth requirement in the logarithmic order
of maximum waiting time. It partitions the
video into 2-1 segments S; to S and the
stream j, where 1£j£K, transmits segments sit
to SJ.1 asindicated in Figure 5.
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Figure 5 Illustration of channel allocation for
FB.

The FB scheme can directly support live
video broadcasting with slight modification as
shown in Figure 6. In Figure 6(a), the FB
scheme can support live video broadcasting by
delaying the distribution of segments. Figure
6(b) isanillustration of Live FB scheme.
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Figure 6 The Live FB scheme
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2.2.4 Adaptive Fast Broadcasting scheme
(AFB)

The disadvantage of the FB is it can not
dynamically allocate bandwidth even though no
request arrival. To overcome this obstacle, the
AFB scheme [9] dynamically alocates the
bandwidth according to the users’ requests.

The AFB scheme can also support live
video broadcasting, because it is based upon
FB. An example for AFB scheme is shown as
Figure 7. Assuming N=15 and there are 3
reguests.

Figure 7 The AFB scheme.

2.2.5 Universal Distribution scheme (UD)

The universal distribution scheme [12] isa
dynamic broadcasting scheme based upon the
FB scheme. In Figure 8, afirst request is arrival
at slot 0, and it is following by two other
requests arriving at slots 3 and 4 respectively.
Not that the segment S, and S are allocated to
slots 4 and 5, but that they are allocated to slots
5 and 6. Hence the segment S, and S can be
shared with the second and third request.
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Figure 8 The UD scheme with 3 requests.

Since the UD is based upon FB, it also
supports live video broadcasting, as shown in
Figure 9, and we call it Live UD scheme.
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Figure 9 The Live UD scheme

2.2.6 Stream Tapping scheme (ST)

The ST [2] supposes clients have a small
buffer on their STB. The buffer allows them to
“tap” into streams of data on the video server
originally created for other clients, and then
store the data until they are needed. In the best
case, clients can get most of their data from
existing streams, which greatly reduce the
duration of their own stream. The ST scheme
can support live video broadcasting.

3 Adaptive Live Broadcasting scheme

In this section, we propose a new
broadcasting scheme, called adaptive live
broadcasting (ALB) scheme, to support live
video broadcasting.

Before getting into the detail of our
algorithm, we give the following necessary
lemmas. Assume the number of segments of
live video isn and the number of requestsism.

Lemma 1:

Each segment S, 1£i£n, must be broadcasted at
least once on one of the k channels in every
continuousi time slots.

Proof:

Suppose that a user starts playing the video at
time slot j. Then the user will consume segment
S attime slotj+i-1. Thisimpliesthat § must be
broadcasted on one of the channels at time slot
j+i-1, or has been broadcast on one of the
channels during slotsj, j+1... j+i-2. Thisproves
that the condition given in the lemma is a
sufficient condition. Next, we prove that thisis

also a necessary condition. If § has not been
sent on the aforementioned time slots, the user
will experience an interruption at time slot
jH-1.

Lemma 2:

To support live video broadcasting, each
segment S, 1£i£n, must be broadcasted in time
sloti at first time.

Proof:

Due to we cannot pre-fetch the live video and
store it in the disk of VoD server beforehand.
Each segment S must be broadcasted in time
sloti at first time.

Lemma 3:

The necessary recasting segments N, for the
request R arrived at the time slot T; are
BS;i-BSri.1, where 1£iEm and BS; are the
segments broadcasted from time slot O to time
slot T;.

In Figure 10, when the second user enters
into the session at 9" slot, the video server has
to recast the segment N,=BS-BS={S, S, S,
S7, Sg and Sg} according to lemma 3. In addition,
when the fourth user enters into the session at
14™ dlot, the video server has to recast the
segments Ny=BS-BSu=(S;, , S5, &4, S5, S, e,
S, Si3 and S4} . And soon.
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Figure 10 The necessary recasting segments
when the user enters into the session.
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Herein, our adaptive live broadcasting
scheme is introduced. In order to satisfy
Lemma 1, we put the segment S every i time
slots. If there is no free dlot at that position, the
segment § is put into the previous time slot
until it can be. To satisfy Lemma 2, we use a
stream, called live stream, to broadcast the
segments S, S, Sz... S, Figure 11 illustrates
the segment to stream mapping.
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Figure 11 The segment to stream mapping.




Figure 12 presents the entire algorithm of
the adaptive live broadcasting scheme.

Assumptions:
the number of segmentsisn
L indicates the number of total channels
minus 1
slot k contains m, segments
Algorithm:
initializeall m¢to 0
for i :=1ton do

=)

if nmodi equal Othen max= 47— +1

(DD,
[em wy enid

énu
elsemax= 47—

&i Y
for j:=2tomax do
p =i
whilem,£L do
p=p-1
end while
if p>n then p=p-n
schedule § inslotp
my=mp+1
end for loop
end for loop

Figure 12 The entire ALB’ salgorithm.

Up to now, our proposed scheme can
satisfy the requirements R1 and R2. In the
following, we propose two approaches to the
requirement R3.

Thefirst discards the exceeding part of the
video. The video is like the hour’ s news of
CNN. The older news would be discarded, and
the newest news would be added. Our adaptive
live broadcasting scheme can broadcast the
hour’ s news in a period, and broadcast the
newer news by discarding to broadcast the
older news at the next period, as shown in
Figure 13. The period has seven time slots. In
the first hour, we broadcast the news 1 to 7. In
second hour, we broadcast news 2 to 8 by
discarding the older news 1 and adding the
newer news 8.
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Figure 13 An example of broadcasting hour’ s
news.

The second allocates additional channels to
transfer the unpredictable prolonged segments
of live video as shown in Figure 14.
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Figure 14 Broadcasting unpredictable prolonged
segments by allocating additional channels.

To efficiently play videos by ALB, the
user’ s request are served on demand by the
following principles:

1) We exploit the live stream as the
main stream and only recast the
necessary segments when the user
entersinto the session.

2) Thelater user can share the segments
that are recasted to the previous
users.

3) The necessary recasting segments S
delay i time slots to broadcast as
possible as it can when the user
entersinto session.

Figure 15 illustrates the ALB’ s playing. The
first channel is the live stream, and there are 4
users enter into the session. When the user
entersinto the session at 2™ time slot, the video
server has to recast the segments S; and S,.
When the user entersinto the session at 3" time
slot, the video server hasto recast the segments
S, and &, because the S, has been recasted.
When the user entersinto the session at 9" time
slot, the video server hasto recast the segments
S, S, ... So. Asindicated in Figure 15, the
segment S is recasted at 14™ time slot not 10"
time slot. This is because distribution must be
delayed as possible as it can to increase the
probability of sharing the bandwidth. Due to
serving the user’ s request on demand, the ALB
scheme requires | ess bandwidth.
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Figure 15 To efficiently play video by ALB.




4 Analysisand comparison

At first, we derive the maximum segments
with fixed channels, and then compare the
found results from the ALB and some existing
schemes. We also analyze the user waiting time
and disk rate transfer requirement.

4.1 Maximum segments with fixed channels

To maximize the bandwidth utilization, we
need to obtain maximum sharing of each
recasted segment. In order to achieve the goal,
the scheme has better to delay the segments
distribution as long as possible. According to
Lemma 1, if atransmission schedule starting at
slot i+1 cannot share its j-th segment § with
any previous transmission schedule, the
schedule will attempt to put the segment § in
slot i+j. Thus the first segment must be
scheduled at least once every slots, and second
segment must be schedule at least once every
two slots, and so on. Therefore, we can
distribute each segment on demand according
to its minimum frequency. The algorithm is
shown in Figure 16.

Assumptions:
new video request arrives during slot i
Algorithm:
for j:=1toi do
search slotsi+1 toi+j for an already
scheduled segment of §
i f not found then
schedule segment § insloti+
end if
end for loop
Figure 16 The algorithm of minimum
frequency scheduling.

In the worst case, there is at least one user
at each time dlot, the segments that user
required are plotted in Figure 17.
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Figure 17 The segments that user required in
the worst case.

In addition, we can caculate the
maximum number of segments, n, with fixing
channels, c, by the following:

r(l)—l
a (number of factorsof i) + n £n*c
i=1

Next, we show how to calculate the
maximum segments of the ALB scheme. The
minimum segments to be broadcasted is

N 2~
[]

a E’_ﬂl} , since the segment § must be
i=1 gl H

broadcasted every i time slots. Furthermore, we
consider that all segments whose index is the
factor of value n cannot be schedule in slot n
due to the fixed channels. Therefore, the
up-bound can be calculated by the following:

D
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+ [(number of factorsof n) —c] £ c*n
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Finally, we derive the maximum segments
with fixed channels from Live RFS, Live NPB,
Live FB and ALB schemes. Figure 18 lists the
result, where its first row indicates the number
of channels. We can find that the ALB scheme
outperforms all other schemes.

Channel 2 3 4 5 6 7 8 9 0 u 2 B
Band 3 8 18 1 | 0 2560 18876 | 51300 | 139464
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Figure 18 The maximum segments in different
schemes.



4.2 Waiting time vs. bandwidth allocation

Suppose the client end has enough disk
space to buffer portions of the playing video on
disk. When we just miss a segment S; of a
requested video, the maximum waiting time
will equal to the access time of S;. The length
of the video is D, which is equally divided into
N data segments. Therefore, using the ALB
scheme, the maximum waiting time to access a

D
broadcast video is W . Figure 19 shows that

maximum waiting time vs. network bandwidth
allocation of ALB, Live RFS, Live FB and Live
NPB schemes. For example, when the number
of channelsis 13, the waiting time we get using
ALB scheme is 17 times shorter than the
waiting time obtained using Live FB scheme.

length of video : 120 minutes

——ALB
—&—Live RFS

Live FB
—>—Live NPB

0.0001

0.00001

maximum waiting time (unit : D)

0.000001

2 345 6 7 8 910111213

number of channels (unit : b)

Figure 19 Maximum waiting time vs. network
bandwidth allocation.

In the Figure 20, we compare the
maximum waiting time in minutes with
network bandwidth. We can see that our ALB
scheme has the shortest waiting time. For the
same waiting time requirement, the ALB
scheme needs the | east bandwidth. For example,
suppose there is a video with length D=100
minutes. If the maximum waiting time must be
within 1 minute=0.01D, the AL B scheme needs
about 6 channels. For the same condition, the
Live RFS scheme needs about 7 channels, Live
FB scheme needs about 8 channels and Live
NPB needs 7 channels.

length of video : 100 minutes

I\

2 M

E 12

§ © \ ——ALB
= g L\ —&—Live RFS
2

:§ 6 Q_: Live FB
£ 4 _A'(N Live NPB
g

E ol WL I iy

3 4 5 6 7 8 9 10 11 12 13

number of channels (unit : b)

Figure 20 Maximum waiting time in minutes
vs. bandwidth allocation.

4.3 Disk transfer rate requirements at client
end

At client end, we will write the input video
datainto disk as it needs to be buffered. When
we need to consume the data, we need to read
the data from disk. The disk transfer
(input/output) rate requirements are the sum of
the read requirement and write requirement.
According to the client buffer requirements, we
find that the maximum disk /O rate
requirements will occur during we read a
segment from disk and write the input data
from channels{Cy, C;, Cs... Cp.1} tothedisk as
shown in Figure 21. When the user who enters
into the session at 4" time slot needs to
playback the segment S,, he/she needs to
receive and write the input segment Sy;, S, and
S from channels {Cy, C,, C3} simultaneously.
Hence, the disk transfer rate equirements of
the ALB scheme are b*b.
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y J

(1] 2] 3] 4l s]e] 7] 8] o] o] ] o] 1] 1] 5] 1] 17] 18]
afafalafafafafaafafafafafala]afafa
s| 7]2li2)6f 2l ol 2] sq2f 4] 2] 7] 2] 3] 2] 6] 2
(17 10f 15| 12] 8 ['s] 13 4 [ ] 5] ef 3] 1] 5] 4[ 8] 9] 3]

Figure 21 The example of the maximum disk
1/0 rate requirements.

Figure 22 shows the disk transfer rate
requirement for the maximum waiting time of
the ALB, Live RFS, Live FB and Live NPB
schemes. We can see that our ALB scheme
needs the least disk transfer rate.

length of video : 120 minutes
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Figure 22 Disk transfer rate requirements for
maximum waiting time.



5 Simulation

To evaluate the performance of the ALB
scheme, we wrote a simple simulation program.
Assume that the time of user’ s request for a
particular video were distributed according to
exponential distribution, f (x) =1 *e'*
x3 0,1 >0. This is because where the
majority of users watch the live video on time
and the latecomers decreases with the time. We
assumed a video lasts 127 minutes, which is
close to the average duration of afeature video.
We partitioned the video into 127 segments, as
it would simplify the comparison with the UD
and AFB. Figure 23 displays the bandwidth
requirements for the UD, ST with unlimited
extra tapping and unlimited client buffer, AFB
and ALB with the value of | is 0.14 and the
number of users is form 1 to 100. The ALB
outperforms ST, UD and AFB when the request
arrival users great than 15 users. ST scheme
performs slightly better than ALB only when
request arrival userslessthan 15 users.

?2=0.14

—4—ALB
—&—u

AFB

average server bandwidth

1 10 20 30 40 S50 60 70 8 90 100

number of users

Figure 23 The bandwidth comparison of ALB,
UD, ST and AFB with the value of | is 0.14
and the nimber of sersisfrom 1 tao 100.

Figure 24 and 25 show the bandwidth
requirement with the number of usersis from 1
to 1000 and form 1 to 10000 respectively. We
can find that our ALB scheme still outperforms
ST, UD and AFB schemes.
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Figure 24 The bandwidth comparison of ALB,
UD, ST and AFB with the value of | is 0.14
and the number of usersisfrom 1 to 1000.
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Figure 25 The bandwidth comparison of ALB,
UD, ST and AFB with the value of | is0.14 and
the number of usersisform 1 to 10000.

Figure 26 depicts the impact of the value
of | on the ALB scheme. The bandwidth
requirement for ALB scheme decreases as the
value of | increases. This phenomenon
indicates that the requests arrive at begin of the
live video when the value of | is bigger. Thus
therequired bandwidth isless.
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Figure 26 The impact of | onthe ALB scheme.

6 Conclusions

With the growth of broadband networks,
the Video-on-Demand (VoD) becomes redlistic.
One of the important areas is to explore how to
distribute the popular videos more efficiently.
Many significant broadcasting schemes are
proposed to reduce the bandwidth requirements
for stored popular videos, but they cannot be
used to support live video broadcast perfectly.

Herein, we propose a new broadcasting
scheme, called Adaptive Live Broadcasting
(ALB) scheme, which supports live video
broadcasting and performs well over a wide
range of request arrival rates. From our analysis
and comparison, we find that our ALB scheme
issuitable to broadcast live video. It has several
significant advantages: (1). It has the shortest
maximum waiting time with fixed channels. (2).



It

has the

least maximum /O transfer

requirements with fixed maximum waiting time
at client end. Finally, a simulation is employed
to evaluate several live broadcasting schemes,
such as UD, ST, AFB and ALB. The results
reveal our ALB scheme consumes the least
server bandwidth.
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