CONTENT-BASED TRADEMARK RETRIEVAL WITH
FUZZY CLUSTERING AND RELEVANCE FEEDBACK
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Abstract Since the number of registered
trademarks is increasing rapidly, the job of
identifying infringement of similar trademarks
by human inspection becomes laborious and
time consuming. To deal with the problem, we
propose an automatic content-based trademark
retrieval ~ method. The proposed method
automatically selects appropriate features based
on feature selection principles to discriminate
trademarks. The database trademarks are softly
clustered into classes using a fuzzy approach to
increase the retrieval speed. The user can submit
a query through trademark examples to get a list
of database trademarks ordered by similarity
ranks. The query results can be iteratively
refined by the feedback presented by the user
until the trademarks of interest are retrieved.
Experiments are conducted on a trademark
database containing 1000 images and the
retrieval results are very encouraging.

Content-based image retrieval;
Fuzzy c-means clustering;
Relevance feedback; Trademark
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1. Introduction

Due to the increasing demands of
managing pictorial data such as art galleries,
remote sensing, criminal investigation, medical
image archiving and trademark management, the
development of efficient image storage and
retrieval systems becomes extremely important.
Traditional database systems are not capable of
manipulating pictorial data since they manage
data in alphanumeric form. Recently, many
content-based image retrieval systems have
emerged to satisfy the needs [1-2].

In this paper, we investigate the problem
of trademark management. Trademarks identify
the goods or services of companies. Once the
trademark is registered, it is assumed to receive
the protection from the infringement of the
design. Applications of registration are now
processed manually to ensure that no registered
trademarks are potentially infringed. The task is
laborious and time-consuming since the number
of registered trademarks is hundreds of
thousands in many countries. As a result, the
development of an automatic trademark
management system becomes crucial. There are
some content-based trademark retrieval systems
proposed in the last decade. Kato et al. [3] first
developed an automatic trademark management
system using statistical features of mesh image
and segmental element. Kim and Kim [4] used
the most salient feature (MSF) based on Zernike
moments to describe the global view of
trademarks. Cortelazzo et al. [5] represented the
inclusion relationships between contours of
trademark objects by a contours-tree with
chain-code strings. Then the shape similarity is
measured by calculating the string distance using
dynamic programming technique. Peng and
Chen [6] encoded the sequential internal angles
of the closed contours into angle-code strings
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instead of chain-code strings, so the properties of
translation, scaling, and rotation invariance can
be preserved. However, they did not consider the
relative orientation between the sequential
internal angles, which can detect considerable
variations along the shape contour even if the
angle-code strings of the two objects are similar.
Lu and Tsai [7] used statistical and shape
features to describe the contents of trademarks
more detailedly and proposed a coarse-to-fine
classification scheme to speed up the retrieval
process. Nevertheless, some of their selected
features are too complicated and should be
extracted manually. Jain and Vailaya [8] showed
the better performances of using a combination
of color and shape features than using either of
the individuals for trademark retrieval. Mehtre et
al. also confirmed this idea by combining color
and shape features [9]. Jain and Vailaya [10]
proposed a two-stage trademark retrieval system
based on multiple models of shape features. In
the first stage, the edge directions and the
invariant moments are used to prune the
database to plausible candidates. Then in the
second stage, a deformable template matching
process is used to discard spurious ones. More
recently, an interesting topic called relevance
feedback [11] has attracted many researchers.
Since the importance of each selected feature
may be different for various users, one possible
solution is to let the individual user indicate the
positive/negative instances on the retrieval result,
meaning that he or she is most
satisfied/unsatisfied with the specified instances.
The system would be then able to adapt the
contributing weight for each feature according to
the feedback and yield more appropriate retrieval
result for that user.

In this paper, we propose an approach for
content-based trademark retrieval. The approach
selects a set of appropriate features automatically
according to feature selection principles. To
increase the retrieval speed, the training images
are clustered to several classes using a fuzzy
approach. The matching of the query image is
made to the subset of database images which are
softly clustered to the corresponding classes. We
also propose a new scheme for the
implementation of the relevance feedback
technique. The experiments on a database of
1000 trademarks are conducted and the results
show that the proposed approach is feasible.

2. The Proposed Approach

The block diagram of the proposed
approach is shown in Fig. 1. It can be separated
into two stages. In the training stage, 1000
training trademark images are preprocessed.
Then the features of all training images are

extracted, and these images are clustered into
several classes using a fuzzy approach according
to their feature values. In the query stage, users
can submit a query by a trademark example to
get a list of database trademarks ranked by their
similarity scores to the query image. The details
of the proposed approach are presented in the
following subsections.

2.1 The training stage
2.1.1 Preprocessing

We have constructed a database of 1000
trademark images. Most of them are registered
trademarks and are scanned from the
publications of Taiwan Central Bureau of
Standards. First each image is thresholded to
binary version. Then the minimal enclosing
rectangle (MER) of the trademark objects is
properly scaled to put into a blank image of
128*128 pixels such that the aspect ratio of the
MER is unchanged. Thus the training images are
invariant to scaling and translation variations
after the preprocessing step.

2.1.2 Feature extraction

We select a set of appropriate features
according to two principles. First, the feature
value spectrum associated with each feature
should carry as much information as possible to
discriminate the trademarks. For each considered
feature candidate, we calculate the
corresponding feature values for all training
trademarks. The feature values are quantized
into 100 bins for normalization. Let 4; be the
number of training trademarks which have
feature values falling into bin i, we evaluate the
entropy of the feature value spectrum as

100

E= _z D logpi , (D

i=1

where

The larger the entropy value, the more
informative the feature. The candidate features
with entropy less than a threshold are considered
to be less informative and should be discarded.
The measure of the feature value entropy
testifies the discriminating ability of each feature
independently, but two entropy-qualified
features may be redundant if they are very
correlated. Hence we measure the correlation
between every pair of entropy-qualified features
to remove the redundant features. The



correlation between feature j and feature r» is
given by
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where n is the number of trademarks in the
database, fij and f,

features j and  for the i-th trademark, m i g i

are the values of

m. and O, are the mean values and the

standard deviations of features j and r. The value
of correlation is between 0 and 1. Higher
correlation means the two corresponding
features are more correlated. Two features are
too correlated if their correlation value is larger
than a specified threshold, and the one with less
entropy value is discarded.
Finally, we determine 7 features described
as follows.
<1> Area. The number of black pixels.
<2>Isolation.  The number of connected
components.
<3> Deviation. The distance deviation from
the mass centroid (center of all black pixels)
to the geometric image center.

<4> Symmetry. The smaller value of H and
14

V . where H and V are the numbers of

H
black runs along the horizontal and vertical
directions, respectively.

<5> Centralization. The number of black
pixels resident in the interior of the circle
which is drawn at the image center with a
radius of one fifth of the image width.

<6> Complexity. First, the boundary of each
connected component of the trademark
image is approximated by line segments
using Ray and Ray’s polygonal
approximation technique [12]. Then the
feature is evaluated as the sum of the
numbers of line segments of all
approximating polygons in the image.

<7> 2-level contour representation strings. First
the angles between the intersections of
successive line segments along boundaries
of the approximating polygon are
calculated and quantized into 8 bins of
22.5° each, so the angles are coded in the
range [0, 7] as shown in Fig. 2(a). The
sequence of the internal angle codes is not
unique depending on the starting angle. We
can normalize the codes by treating the
sequence as a circular list and choosing the
starting angle such that the resulting

sequence of numbers forms an integer of
minimum magnitude [13]. We define this
sequence of angle codes as the first level
contour representation string. For instance,
Fig. 2(b) shows the approximating polygon
of an object and the quantity of its internal
angles. The corresponding first level
contour representation string is 26446 by

choosing 60° as the starting angle.
Secondly, to calculate the relative
orientation between sequential internal
angles, the direction of the left wing of
each internal angle (i.e., the preceding line
segment of each internal angle if we trace
the contour clockwise) according to the
sequence of the first level string is
evaluated. The direction is encoded to one
of the direction codes as shown in Fig. 2(c).
Therefore, the second level contour
representation string of Fig. 2(b) is 75420.
The details of the matching method using
the 2-level contour representation strings
will be described in Subsection 2.2.2.

2.1.3 Database building

Since image database usually has a large
volume of pictorial data, an efficient indexing
method is crucial. Previous researchers have
used the hard clustering technique to partition
the database into several non-overlapping
clusters. However, the similar images of the
query image are not necessarily associated with
the same cluster. As a result, we propose to use
the fuzzy c-means algorithm (FCMA) [14]
where each element can belong to several
clusters simultaneously with various
membership scales (soft clustering). Hence, the
images closest to the query instead of the images
of the closest cluster to the query will be
retrieved.

2.2 The query stage

The user can submit a query through a
sample image, the proposed system will output a
list of database images ranked by their similarity
scores to the query image. The query stage can
be divided into two steps. First, the clusters to
which the query image belongs with a
membership value larger than a threshold are
determined. Then the database images of the
clusters should be matched with the query image.
The details are presented as follows.
2.2.1 Cluster membership of the query image

Let Q be the query image, z; be the
centroid of the i-th cluster. We first compute the
initial fuzzy cluster membership that the query
image Q belongs to the i-th cluster as follows.
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where m is the fuzziness level, d; denotes the
Euclidean distance between Q and z;, and c is the
number of clusters. The larger the value of m,
the fuzzier the cluster membership. Experiments
show that the setting m = 1.2 is appropriate for
our database. The final cluster membership of Q
is then computed by

,z,), if W(Q,z,) 2T
w(Q,z[)=é’(Q ) f 10,z,) )
B L ifn0z)<t

where T is the cluster membership threshold.
Thus, all the database images in the clusters to
which O belongs with a membership value that
is equal to or larger than T should be matched
with Q.
2.2.2 Matching

Let database image P be determined to
match with O, the matching process is consisting
of two parts. The first part is concerned with the
similarity regarding to each of the first six
features of P and Q and is given by

W 1<i<6 (6)
D —4;
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where p, and ¢, are the i-th feature values

of Pand O, O, is the standard deviation of the
i-th feature values for all database images, and
Ww; is the contributing weight of the i-th feature.

The similarity measure is based on the
normalized distance metric for each feature and
integrates various features by different weights.
The values of these weights are determined
empirically.

The second part of matching is related to
the similarity between the 2-level contour
representation strings of P and Q. Before we
describe the details, some terminologies are first
introduced. A string is a subsequence of another
string if it is obtained by removing some
elements (not necessarily adjacent) from the
latter string. Let SUB(S) denote the set of all
subsequences of string S, then a string S; is
called the common subsequence (CS) of strings
S; and S, if S;L0SUB(S,;) N SUB(S,). The longest
CS of §; and S, denoted by LCS(S;, S,),
represents the similarity degree of S; and S, in

one aspect. There exist efficient algorithms in
the literature [15] to compute the longest CS. Let
A; and B; be the first level contour representation
strings of the i-th and j-th connected components
of P and Q, respectively, we now define the
similarity measure between the first level
contour representation strings as

2ILCS(A.,B,
Sl.\'t—/eve/(A B )_ ‘ ( ! f)‘ (7)
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where | <+ | denotes the length of the
corresponding string. Eq. (7) measures the
similarity between shape contours in terms of the
number of common sequential internal angles.
However, two shapes could vary significantly
even if they have high similarity score evaluated
from Eq. (7). Fig. 3 shows such an example. The
two objects look quite different although they
have four common internal angles in the longest
CS. Therefore, the relative orientation between
sequential common angles should be taken into
account. As illustrated in Fig. 3, the relative

orientation between angle O, and angle 6,,
which is evaluated as the angle between the
extending lines of the left wings of angle 91

and angle O,, reflects part of the difference

between the two objects. Since we have encoded
the directions of the left wings of all internal
angles in the second level contour representation
string, the relative orientation can be evaluated
as the difference between the two direction
codes. Let d; and d, be the direction codes of the
left wings of two internal angles of a shape, we
define the relative orientation of d; and d, as

Od, ~d, -8 ifd, ~d, >4
0(d,,d,) = d, ~d, +8| ifd, ~d, <-3®

O

H |dl —a’z| otherwise.

The value of [] is in the range of [0, 4] where

one unit represents 45° difference in the

direction. For example, [ = 2 means the

relative orientation of the two angles is 90°,
(1= 0 indicates the two angles are facing the

same orientation, and []= 4 indicates the two
angles are in opposite orientations.

Let P and Q have s and ¢ connected
components and (4;, D;) and (B, E;) be the
two-tuple vectors of the 2-level contour
representation strings of the i-th and j-th
connected components of P and Q, respectively.
Let C be the LCS(A,, B;). Assume A =ala) (k'

m?
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subsequences of D; and E; mapped by the LCS(4;,
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respectively. We define the similarity measure
between the second level contour representation

strings as
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The value of this measure is in range [0, 1] and
is inversely proportional to the cumulated
difference between the relative orientations of
pairs of sequential common internal angles. Thus
the similarity measure of the 2-level contour
representation strings of P and Q can be derived
based on Egs. (7) and (9) as

S;(P,0)
— W7 maX(Slst—level(Ai 9B]~) + S2nd—level(Di 9E]~ ))

I<iss
I<j<t

(10)

where W, is the weight for the matching score

of the 2-level contour representation strings.

Finally, combining the two parts of the
similarity measures defined in Eqgs. (6) and (10),
we propose the similarity measure for comparing
a database image P to a query image Q as

MR®=2&@Q% (11)

2.3 Relevance feedback

The proposed system will output the
retrieval result in an ordered list of images
according to their similarity scores evaluated
from Eq. (11). As mentioned previously, the
relevance feedback technique allows the user to
present a feedback by indicating the retrieved
images as positive or negative instances to refine
the query. In this subsection, we propose a new
scheme to implement the relevance feedback
technique. Let CI(Q) be the set of database
images to which the query image Q was
determined to compare according to its cluster

membership, 7, and O, be the mean and the
standard deviation of the set of similarity scores,
{S.(P,,0) for every P, ICI(Q)} » With respect to

the i-th feature. Assume P* be one of the
positive instances presented by the user, we

evaluate the influence of P* on the i-th feature
as

v (P =SR2

i

The increasing rate O l.+ of the weight w,

caused by P* is obviously related to x,(P%).
We propose to use an exponential function to

. +
determine O, as

min(.004¢**") —0.0041), if x,(P*)20

g
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(13)

The relation between O] and x,(P7) is
illustrated in Fig. 4. It is seen that O l.+ Srows
exponentially with the increment of x,(P"),
and vice versa. The value of O l.+ is bounded by
[-1, 1]. The case of the negative instance P~

can be derived similarly and we get

Unax(0.004-0.004¢™ " ~1), if x,(P7)20

Q
1
I O O,

min(0.004e %) —0.004, 1),
(14)

if x (P7)<0

We adapt the contributing weight of each
feature by the feedback of all positive and
negative instances as

w=w(1+Ya +Ya), forl<i<7. (15)
272

If any weight becomes negative, it is set to zero
and will not be adapted in the following
feedback iterations. Finally, the weights are
normalized by

, forl<i<7 (16)




3. Experimental Results

At present, the proposed system has been
trained with 1000 trademark images and these
images were softly partitioned into five clusters
using FCMA with fuzziness level set to 1.2. The
cluster memberships of the training images are
thresholded by 0.26, and each training image
belongs to 1.7 clusters on average. The optimal
parameter setting is based on the comparative
performance analysis.

Fig. 5 shows three examples of the
retrieval results by the proposed system. The
query image is shown on the top. The query
image is matched with a subset of database
images determined by its cluster membership.
The retrieved results are output in the order of
their similarity ranks. Suppose the system
displays a list of ¢ most similar images to the
query image according to the ranks of the
similarity measure. Let the number of images
which are really similar (judged by experts) to
the query image be n, and » images of them are
retrieved in the output list by the system. The

retrieval efficiency, ], is defined by [9]

Er:, i >t

n, = (17)
&, ifn<t
O

To assess the retrieval performance of the
proposed system, we randomly choose 50
images from the database and present each of
them as the query image. The retrieval results
are judged by 10 different experts to see if the
retrieved images are similar to the query image.
Fig. 6 illustrates the average retrieval efficiency
of the proposed system with various lengths of
the output list.

To determine the best number of clusters
to partition the test database, the comparative
performances of the retrieval efficiency and the
retrieval time are analyzed. The experiments are
conducted with the number of clusters set to 1, 3,
5,7,and 9, and a list of 10 most similar images
is output for each query image. Fig. 7 shows that
the retrieval efficiency drops from 90% to 50%
as the number of clusters increases, but the
saving of retrieval time is also dramatic. It is
appropriate to partition our database into 5
clusters where satisfied retrieval efficiency is
obtained and the retrieval time is very short. This
analysis is very important when we extend our
approach to very large databases that may
contain millions of images.

To evaluate the significance of the
proposed relevance feedback technique, the

previous random-selected query images are
presented as query images again, and the
retrieved results are further refined for two
iterations through the proposed relevance
feedback method. The average retrieval
efficiency of the original result and the other two
refinements are listed in Table 1. It is seen that
the retrieval efficiency increases along with the
number of iterations of relevance feedback
process and the improving ratio of the efficiency
contributed by the first feedback iteration (16%)
is larger than that by the second iteration (7%).

4. Conclusions

In this paper, we have presented an
approach for content-based trademark retrieval.
The proposed method selects appropriate
features based on the principles of information
entropy and correlation. All the trademarks in
the database are softly clustered into 5 classes
using FCMA to increase the retrieval speed. The
experiments are conducted on a database of 1000
trademarks. The user can improve the query
result by presenting a feedback of positive and
negative instances. The limitation of the
proposed method is the semantic meanings of
the images are unknown while human beings
usually interpret images by their semantics.
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Fig. 1 The block diagram of the proposed approach.
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Fig. 2 The illustration of the 2-level contour representation strings.
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Fig. 3Two objects have four common internal angles; however, the relative orientations between angles

are quite different.
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Fig. 6 The average retrieval efficiency with various lengths of the output list.
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Fig. 7The retrieval efficiency and the retrieval time with respect to different number of clusters.

Table 1 The average retrieval efficiency and the improving ratio using the proposed
relevance feedback technique.

Original Ist feedback 2nd feedback
result iteration iteration
Retrieval efficiency 76% 88% 94%

Improving ratio 16% 7%




