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Abstract-With the progress of wireless radio 
technology and telecommunication, various wireless 
specifications and protocols form the unhandy 
heterogeneous network. The routing problems in 
heterogeneous network become popular researches 
nowadays. In this paper, we integrate cellular (3G) 
network and Mobile Ad-Hoc Network (MANET) into 
a hybrid network. This hybrid network is called 
heterogeneous wireless network (HWN) with 
multi-cells architecture to overcome the weakness of 
cellular network and Ad-Hoc network. Based on 
HWN, we propose a routing algorithm with quality of 
service (QoS) supported for requirements in the 
original homogeneous cellular network and Ad-Hoc 
network. Simulation results show that HWN with the 
proposed algorithm has lower request block rate and 
shorter transmission time. 
 
 
1. Introduction 
 

In recent years, the progress of wireless 
communication technologies brings convenience to 
our daily life. Moreover, various wireless personal 
communication systems have been deployed all over 
the world. Hence, mobile users can communicate 
with others and access the Internet anytime and 
anywhere. Therefore, wireless networks must 
provide ubiquitous communication capability and 
information access regardless of user’s location. 

There are many wireless service devices deployed 
according to the requirements and the characteristics 
of networks. Furthermore, the Ad-Hoc network is 
another network type worthy to mention about. It is a 
wireless network without communication 
infrastructure. It is characterized by dynamic 
topology due to mobile node mobility, limited 
bandwidth, and limited battery power. Each mobile 
host (MH) operates not only as a host but also a 
router. It forwards the packet to other nodes by using 
peer-to-peer communication. There are many 
researches about efficiently finding out the 
“multi-hop” routing paths [1,2,3] and discussing 
some resource factors needed to be considered in 
such “homogeneous” environment [19,20]. These 

routing algorithms can be mainly classified into two 
categories. One is proactive protocol, which all MHs 
proactively maintain their neighbors’ information 
table. When some MHs trigger route request 
messages, this protocol can be aware of the 
neighboring MHs’ state without any extra detection 
and delay. Therefore, neighboring MHs must 
periodically exchange the information to avoid the 
out-of-date of their information table.  The other 
category is reactive protocol, which couples with the 
on-demand nature. Such protocol eliminates the need 
of updating table information among neighboring 
MHs. When an MH uses such protocol, it takes some 
waiting time during the process of discovering a 
route. However, there are other issues, such as time 
complexity, communication complexity, multicast 
capability, etc. can be found in [17]. 

According to many various features and 
limitations of wireless communication technologies, 
a variety of heterogeneous wireless networks are 
formed, but most of them are impractical. Users still 
use the single wireless communication technology 
for special purpose nowadays. Currently, many 
researchers bring up the project of 4G or called B3G. 
The main goal of 4G projects is to integrate all kind 
of nowadays heterogeneous networks [7]. However, 
the project faces many research challenges and issues, 
such as handoff, pricing and billing, location 
coordination, etc. [4,15]. However, most researches 
only offer the conceptual model or provision toward 
the 4G [5,6,7]. In this paper, we consider the 
heterogeneous wireless network (HWN) that is the 
hybrid network of popular 3G cellular network and 
Ad-Hoc network. We take the advantages of the 
large-scale 3G systems and the high transmission rate 
in Ad-Hoc network. HWN can reduce the block rate 
of the Internet access and support larger coverage of 
Ad-Hoc network. Moreover, we propose an adaptive 
routing algorithm without additional hardware cost. 

The rest of the paper is organized as follows. In 
Section 2, we introduce the heterogeneous wireless 
network architecture and the existing algorithms 
about HWN. In Section 3, we present our adaptive 
routing algorithm with QoS (Quality of service). In 
Section 4, we give the simulation environment and 
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parameters. The results are also given in Section 4. 
At last, the conclusion is drawn in Section 5. 

 
2. Heterogeneous wireless network 
architecture 

 
Nowadays, there are many researches about the 

routing protocol and algorithm in HWN toward 4G 
[11,12,13,14]. However, most of these researches 
only offer the conceptual network architecture 
without details [14] or just care only single base 
station (BS) assumption without considering the 
congestion problem [12,18]. Moreover, these 
researches only study the routing algorithm of 
original cellular network [13] or original Ad-Hoc 
network [12] without considering both network 
requirements. 

The heterogeneous wireless network we consider 
here integrates the features of the cellular network 
and Ad-Hoc network. In Fig. 1, we assume that each 
MH equips with the cellular interface and Ad-Hoc 
interface. Fortunately, there are many companies 
such as GTRAN WIRELESS [8] and Texas 
Instruments [9] offering dual-mode integrated 
interface recently.  

The HWN architecture mentioned here considers 
only the commercial applications. We take into 
account many factors of the great majority 
commercial network applications such as availability 
assurance, reliability, and throughput to insure the 
quality of service for transmitting data.  

To improve and manage these factors, we must 
solve two problems raised in the HWN. First, the 
HWN supports the specific source and destination 
relation in original Ad-Hoc network. When specific 
source node has multiple routing paths to forward 
data to destination, an effective routing path of 
considering the factors mentioned above is selected. 
Second, based on the multi-cells architecture of 
HWN, an effective method of balancing the data 
traffic is needed to enhance the total data throughput 
or the number of serviced users. The detailed 
algorithm of solving these two problems is described 
in Section 3.  

In HWN, MH can have different behaviors than 
that in the homogeneous network.For examples, in 
Fig. 1 there are three types of communication for 
mobile devices. First, if a source (S1) wants to 
deliver data packets to destination (D1), S1 delivers 
the packets to D1 by multi-hop routing through 
intermediate nodes without any assistance in the 
cellular network. In other words, S1 can deliver 
packets to D1 with the Ad-Hoc network by using 
IEEE802.11 interface. Second, if S2 and D2 are in 
different cells and close to each other, S2 can deliver 
packets to D2 through the Ad-Hoc network without 
wasting the bandwidth of the base station. Third, 
when S3 wants to deliver packets to D3 in different 
cell that is not adjacent to the source S3 and BS1, S3 
will use the cellular network to deliver data. Hence, 

S3 will occupy the bandwidth (uplink) of BS1. Then, 
packets are delivered through the fixed network to 
BS2. Moreover, BS2 will use some bandwidth 
(downlink) to deliver packets to D3. In addition, MH 
can connect to the Internet (fixed network) through 
the cellular network. It also occupies the bandwidth 
(uplink or downlink) of base station.  

 
Figure 1. Source and destination relation in 

heterogeneous wireless network architecture 
 
3. The proposed algorithm 

 
Based on the hybrid network of Ad-Hoc network 

and cellular network to form the heterogeneous 
wireless network, we propose two major processes of 
the ARA (adaptive routing algorithm): adaptive 
routing discovery process (ARDP) and load 
balancing process (LBP). In the following, we 
describe the ARDP and compare it with H-DSR 
(heterogeneous dynamic source routing). 

 In Section 3.1, we present the simplified 
flowchart of the overall algorithm. In Section 3.2 we 
give some reasons why we use the route discovery 
algorithm based on the reactive routing protocol. In 
Section 3.2.1, we describe the details of route 
discovery algorithm modified by dynamic source 
routing (DSR) in homogeneous wireless environment 
to fit the HWN and the RREQ (route request) 
message format. This route discovery algorithm is 
called H-DSR. In Section 3.2.2, we present the route 
selection and route metric function of ARDP. 

 
3.1. The overall algorithm 
 

The simplified flowchart of the overall ARA 
(adaptive routing algorithm) is illustrated in Fig. 2. 
More specifically, we also describe the network 
interface used by MH and the state in details used by 
MH in Fig. 2. However, we also classify the traffic 
load of requirements into two parts simply: specific 
source and destination relation traffic and Internet 
access traffic. The difference between these two 
traffic loads is the destination of the request. The 
destination can be the MH or the server connected to 
Internet by fixed network. Therefore, if the 
application of MH can decide the requirement of the 
Internet access, the MH can send the RREQ 
messages by only cellular interface through the fixed 
network to the Internet server to the registered cell 
without flooding the RREQ messages by dual-mode 
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interface.  

Adaptive Routing Discovery Process

When MH triggers the request
to access the HWN

Specific source and destination
or Internet access through BS?

Capacity test
of BS bandwidth

Internet access

Ack message to MH and
establish the routing path

Success( Not Hot Spot)

Exit

MH receives RACK
message from registered

BS

Fail( Hot Spot)

Specific source and destination

No( Blocked)

Yes (Reachable)

Connect to a registered BS
by using cellular interface

MH triggers adaptive
routing discovery process

for specific available
cell IDs

Load balancing process

Adaptive Routing Algorithm in Heterogeneous Wireless Network

Route discovery phase

Route selection phase

Evaluate route metric for
reachable paths

Select path with
minimum route metric to

forward data

Use dual-mode interface to
flood RREQ messages for
finding specific destinaion

Find  reachable
paths in limited time?

Reserve BS bandwidth to
MH

 
 Figure 2. The overall algorithm 

When an MH wants to access the Internet, it 
connects to the registered cell. Then, BS runs the 
capacity test to check if BS has enough bandwidth to 
this request or not. Then, BS sends Ack message 
backward to MH. If the capacity test can be 
succeeded, the routing path of data transmission is 
established. If the capacity test fails, the “Load 
Balancing Process” starts.  

If an MH triggers the specific source and 
destination requirement to find a specific MH in 
HWN, the adaptive routing discovery process starts 
to find the specific destination by using dual-mode 
interface. If reachable routing paths are found, the 
proposed routing algorithm evaluates the route metric 
for each reachable route and selects one routing path 
with minimum route metric to transmit data. 
Otherwise, the request is blocked.   
 
3.2. Adaptive routing discovery process 

 
In HWN, a novel routing algorithm is proposed to 

find out the intelligent path to forward or deliver data 
packets in it. As discussed in Section 1, there are two 
types of routing protocol in Ad-Hoc network, one is 
proactive routing, and the other is reactive routing. 
The period of updating-table time T in proactive 
routing protocol relies on the routing table update 
mechanism [17]. When T is low, out-of-date routing 
table information in MH is unavoidable. When T is 
high, there will be unnecessary overhead of updating 
routing table. Furthermore, not all of MHs deliver 
and receive data in each time cycle. Therefore, some 
updating messages in proactive routing protocol are 
unnecessary, and the implement of such protocol is 
not included in the proposed algorithm. 

Based on the reasons mentioned above and the 
performance of link-level simulation analysis in 
[12,16], our algorithm uses reactive routing which 
has more advantages and better fit for HWN. We also 
separate the route discovery process into two phases: 
route discovery phase and route selection phase. In 
Sections 3.2.1 and 3.2.2, we describe how ADRP and 

H-DSR works, and discuss the difference between 
them, respectively. 
3.2.1. Route discovery phase. Our ARDP (adaptive 
routing discovery process) and H-DSR 
(Heterogeneous version of Dynamic Source Routing) 
is the modification of the reactive DSR (Dynamic 
Source Routing) routing protocol in homogeneous 
network [10]. In this phase, H-DSR and ARDP work 
the same in detail.  

During routing discovery phase, we let BS (Base 
Station) act as MH when joining the routing 
discovery. However, the transmission range, 
bandwidth, frequency band, delay of transmission 
and the mobility are different. Moreover, we assume 
that each node (MH or BS) has a unique IP. Then, the 
“Source ID” field and “Destination ID” field in 
RREQ can be filled with specific IP.  

When some MHs trigger the access request in 
HWN, BS as well as a mobile host joins the routing 
discovery process, which leads the waste of the 
uplink bandwidth in BS. Therefore, when node 
receives the RREQ (Routing Request) message, it 
checks the complete route filed in RREQ. If the 
partial routing path exists in routing cache, node will 
discard the RREQ message. Otherwise, it re-floods 
the packet to reachable neighbors and appends the 
host id in the complete route filed. If the destination 
is reachable, the RREP message contains the 
complete routing path information toward the source. 
Hence, the routing path is established.  

Through the aid of BS, the original unreachable 
source and destination pair in homogeneous Ad-Hoc 
network can find another path to deliver packets. The 
request block rate can be reduced. However, when 
BS receives the RREQ message, it can check the 
VLR (Visitor Location Register) to avoid re-flooding 
messages to reachable MHs. It can send the RREQ 
message to reachable MH that is registered in its 
VLR or check the HLR (Home Location Register) to 
forward the RREQ message to specific destination in 
other BS through cellular network. The RREQ 
message format and field is shown in Fig. 3.  

Source
ID

Request
ID

Destination
ID

TTL Complete
RouteHOP

Request
Bandwidth

Figure 3. The RREQ message format 
The intermediate node can be a MH or BS. When 

the intermediate node receives the RREQ message, it 
checks the “TTL” and “Hop” fields in RREQ 
message to decide to discard the message or not. 
Moreover, the traffic of flooding message can be 
eased of the same source ID request when 
intermediate node receives the RREQ message.  

If the intermediate node is BS, it checks the VLR 
(Visitor Location Register) database to find the 
reachable MHs in this BS when the available 
bandwidth of BS can service the request of source. If 
the destination is reachable, BS sends RREQ 
message to the destination node and appends the host 
id and available bandwidth of itself. Otherwise, BS 
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checks the HLR (Home Location Register) to find 
the registered users in other BS. Then, it appends the 
host id and available bandwidth in “Complete Route” 
field in RREQ message. Then, the BS forwards 
RREQ messages to reachable BS through fixed 
network to find destination node, such as 
S3-BS1-BS2-D3 relation in Fig. 1. 

When the host is MH, it checks the “Destination 
ID” field. If the host is the destination, the host sends 
the RREP message backward to the source node. 
Otherwise, the MH appends host id and available 
bandwidth in “Complete Route” field in RREQ 
message and forward to reachable next-hop by 
dual-mode interface. Moreover, when the 
intermediate node receives the RREP message, it 
updates the available bandwidth of itself and 
forwards the RREP message to next-hop recorded in 
the RREP message. 

 
3.2.2. Route selection phase. The proposed ARDP 
(Adaptive Routing Discovery Process) and H-DSR is 
the same in route discovery. However, the major 
difference of our ARDP and proposed H-DSR is in 
the routing selection phase that bases on different 
metric function. The routing metric of H-DSR and 
DSR in homogeneous Ad-Hoc network is based on 
the shortest path. We design the routing metric 
function for considering the transmission time and 
number of intermediate nodes in our ARDP. The 
routing metric and routing selection functions of 
ARDP and H-DSR are described in the following. 
We assume that all the nodes in HWN are a set S. 

 })(|,.....,,,{ 321 HWNinBSorMHnodesofnumberiskNNNNS k=

When the route discovery process finished, 
multiple paths may be discovered. Then, the routing 
paths discovered can be defined as: 

foundpathsofnumberthe:n
(1)}NNandSN,N|R,......,R,R,{R

)N,very(NRouteDisco

destsrcdestsrcn321

destsrc

≠∈
=

and 
(2)1Max_HopR2},N,,N,N,{NR idest21srci +≤≤= L

ii

i

 Rin nodes ofnumber  :R
 Rin nodes teintermedia ofnumber max   the:Max_Hop

 
However, Ri must satisfy the following rule: 

1j1jj

ii

ii1jjj1jj

NandNbetweeneancdist:)N,dist(N
Nofrangeontransmissi:)T(N

)3(1Rj1,RN,N),T(N)N,N(dist

++

++ −≤≤∈∀≤

j  
Moreover, the RM (routing metric) function of 

the H-DSR is defined as follows. 

phasediscoveryrouteinfoundpathofnumber:n
(4)ni1,R)(RRM iiDSRH ≤≤=−  

Moreover, the RS (routing selection) function of 
H-DSR is defined as:  

foundpathsofnumberthe:n
(5))}(RRM,),(RRM,)(Rmin{RM

))N,ery(Ncov(RouteDisRS

nDSRH2DSRH1DSRH

destsrcDSRH

−−−

− =
L

 
However, to minimize the transmission time, we 

should avoid selecting the route discovered with 
“bottleneck”. The “bottleneck” means the route 
having one or more nodes whose available 
bandwidth which is much lower than other nodes in 
the route. If a route to specific destination node has a 
“bottleneck”, the transmission time of this route 
become longer than other discovered paths. We 
assume the transmission time of the route is defined 
as: 

ii

R21
i

NofBandwidthAvailable:)AB(N

(6)})AB(N,),AB(N),AB(Nmin{
Data_Size)Time(RonTransmissi

i








=

L

 
However, the actual transmission time of the 

selected route should plus time of several time slots 
Tslot. But comparing the Tslot with Transmission Time 
(Ri) mentioned above, Tslot is slight and can be 
ignored. 

For minimizing the transmission time with less 
intermediate nodes, we design the RM function of 
ARDP as follows 

[ ]

}Rk,1RN|)AB(N,),AB(N),AB(Nmin{:)min_AB(R
Nofbandwidthrequest:dthREQ_bandwi

(7)ni1,  R dwidth / REQ_ban))min_AB(Ridth(REQ_bandw)(RRM

iikk21i

src

iiiARDP

≤≤∈∀

≤≤+−=

L

The proposed RS function of ARDP is defined as: 

)8(found}pathsofnumbertheisn|)(RRM,),(RRM,)(Rmin{RM
))N,ery(Ncov(RouteDisRS

nARDP2ARDP1ARDP

destsrcARDP

L

=

 
More specifically, if RMARDP(Ri) and RMARDP(Rj) 

are the same, we select the route with higher average 
value of available bandwidth. 

When the intermediate nodes in the routing path 
leave, it causes the RERR (Route Error) messages to 
send toward the source node. When the source node 
receives the RERR message from the intermediate 
nodes, the source node re-triggers the adaptive 
routing discovery process again if the transmission 
data is not finished. 

 
3.3. Load Balancing Process 

 
The capacity of BS is usually limited. Here, a 

capacity test of BS is introduced. If the capacity test 
of reachable BS is failed, this BS becomes the “Hot 
Spot” (congestion spot). When an MH wants to 
access the Internet through the “Hot Spot” BS, the 
load balancing process triggers. The goal of the 
process is to find out another available routing path 
to access the Internet through other available BS 
when the originally registered BS of MH becomes 
“Hot Spot”. In other words, we propose the extension 
of the original cellular network requirement through 
the Ad-Hoc network in multi-cells. In addition, the 
goal of this process is to reduce the block rate of 
original cellular network.  

The capacity test of BS mentioned above can be 
written as follows. 

Total bandwidth - reserved bandwidth ≧  request bandwidth of MH 
Moreover, there are 4 steps in the load balancing 

process: 
Step 1.When BS becomes “Hot Spot” (congestion 
spot), it checks the routing table information 
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collected by the fixed network to find neighboring 
BS which is available to access. 
Step 2. The “Hot Spot” BS fills the neighboring 
cells ID in RACK (Route ACK) message. Then it 
sends RACK message to the source node. 
Step 3. The source node triggers the routing 
discovery process through Ad-Hoc network to find 
the other path that can access the neighboring cells 
ID recorded in the RACK message. 
Step 4. If step 3 success, the routing path selected 
by routing metric of proposed ARDP to the 
neighboring cells is established. Otherwise, the 
request will be blocked. 

For example, in Fig. 1 if the BS1 becomes “Hot 
Spot”, the request initiator of S2 will access the 
network by such a routing path S2-D2-BS2. Through 
the aid of load balancing process, the request block 
rate can be reduced compared to the original cellular 
network. 

 
4. Simulation 

 
In this section, we present the performance 

evaluation of the proposed ARA (adaptive routing 
algorithm) in HWN. In order to form HWN 
environment, we distribute the BS as a 3x3 matrix. 
The coverage of each BS is 1000*1000 square meters. 
We assume that it is an all-IP environment which 
each MH and BS has unique IP as ID. The distributed 
position of MHs in the HWN is randomly generated 
and located. All MHs are registered to BS.  

The handoff scheme of HWN is based on the 
“hard handoff”. When MH moves to neighboring 
cells, it triggers the routing discovery process to 
establish the new route toward the new cell and it 
drops the previous connection immediately. 

The specifications of the dual-mode interface 
about bandwidth and transmission range are set 
initially as the ideal maximum value of respective 
standard [21, 22].  

Table 1. Simulation Parameter 

Parameters Value 
Number of BS 9 
Coverage of BS 1000*1000 (m2)  
Max hops of each route  10 
Pausing Time 1s 

Class 1 50~100   kbps 
Class 2 100~200  kbps 
Class 3 200~400  kbps 

Request 
bandwidth  

Class 4 400~600  kbps 
Mobility Model Random Way-Point model 

Class 1 0     m/s  (fixed) 
Class 2 1~3   m/s  (slow) 
Class 3 4~8   m/s (medium) MH Mobility 

Class 4 9~12  m/s  (fast) 
The classes of request bandwidth are set 

according to the service capabilities in 3GPP 
standardization [22] and given to MH randomly. 
Moreover, we vary the maximum moving speed of 

MHs from 0, 3, 8, 12 m/s and divide them into 4 
classes. The maximum hop of forwarding data is set 
as 10. More specifically, Table 1 presents the 
summarized simulation parameters in our simulation 
environment. We also give the definition of request 
block rate as follows. 

networktheaccesstorequestsofnumbertotal
networktheaccesstorequestblockedofnumberrateblock Request =

 
Fig.4 presents the transmission time mentioned in 

Section 3. We compare the transmission time 
between the H-DSR and the proposed ARA (adaptive 
routing algorithm). In Fig. 4, the transmission time of 
the proposed ARA is about 5~22% lower than that of 
H-DSR. The size of deliver data is set to 1Mb. 

Transmission Time

4.2

5.2

6.2

150 200 250 300 350 Number of MHs

S
ec

on
d

H-DSR

ARA

Figure 4. Transmission time of H-DSR vs. 
transmission time of ARA 

The comparison of request block rate in HWN is 
shown in Fig.5. The block rate of proposed ARA 
(adaptive routing algorithm) is about 15~20% lower 
than the H-DSR. In other words, the proposed ARA 
serves more connections in HWN. In addition, the 
algorithm with HWN can reduce block rate about 
50% than that without HWN. 

0.2
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Homogeneous
DSR
ARA
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Figure 5. Request block rate of H-DSR vs. 
Request block rate of ARA 

In Fig. 6, the comparison of request block rate of 
ARA without load balancing process and ARA with 
load balancing process in multi-cells environment is 
presented. The proposed ARA with load balancing 
process reduces the block rate of request. In other 
words, we serve more than 10% MHs to access the 
HWN through the load balancing process.  

B
lo

ck
 r

at
e

0

0.2

0.4

150 200 250 300 350 400
Number of MHs

Without LoadBalance

With LoadBalance

Figure 6. Request block rate without LBP (Load 
balancing process) vs. block rate with LBP 
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5. Conclusion  
 
In the paper, we have considered a novel network 

HWN which is the hybrid of Ad-Hoc network and 
cellular network with multi-cells. We have also 
proposed the ARA (adaptive routing algorithm) 
which consists of two major processes: adaptive 
routing discovery process and load balancing 
process.  

Through the HWN architecture and the proposed 
adaptive routing algorithm, we can reduce block rate 
about 50%. In other words, HWN can serve 50% 
more users than the homogeneous Ad-Hoc network 
architecture. The transmission time by the proposed 
adaptive routing algorithm is about 5~22% lower the 
heterogeneous dynamic source routing. Moreover, 
the load balancing process in multi-cells can reduce 
almost 10% request block rate.  
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