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Abstract-In ad hoc network, one needs other nodes 
to relay data packets. But resources in each node are 
limited. Therefore, these nodes may not relay other’s 
data packet without getting any benefit. In this paper, 
a routing path selecting algorithm based on price 
mechanism is proposed. It helps nodes to get some 
benefits by relaying others’ data packets. Moreover, 
the algorithm we proposed selects a routing path 
with less payment and more resources. Simulation 
results show that the drop rate, block rate and the 
cost of routing paths are reduced compared to the 
competing algorithms. 
 
 
1. Introduction 
 

Mobile Ad hoc wireless NETworks (MANETs) is 
the wireless network without any infrastructure or 
access point (AP). In a mobile ad hoc network, if a 
node wants to send data packets to a destination node 
which is outside its transmission range, it will need 
other nodes to relay data packets. To make the 
communication available, a routing path between the 
source node and the destination node should be 
established. Many routing protocols have been 
proposed in recent years [1, 4-16]. All these routing 
protocols attempt to provide a high data packets 
delivery ratio, low block rate and less battery 
consumption. These routing protocols usually can be 
classified into three categories: proactive, reactive 
and hybrid routing protocols. The details of this three 
routing protocols are discussed in the following. 
 
1.1. Routing protocols 
 

The proactive routing protocol is that each node 
maintains the all information about the whole 
network. However, the state of network changes 
dynamically. The information maintained by each 
node may be out of date. To keep the information 
updated, all nodes have to exchange the information 
with each other periodically. Therefore, this protocol 
may cost much bandwidth to short-periodically 

exchange the information about routing paths. DSDV 
[5] is one of such protocols. 

Another routing protocol is reactive routing 
protocol. It finds routing path without getting all 
information about network first. However, it spends 
too much time on finding routing path. Compared 
with the proactive routing protocol, the reactive 
routing protocol wastes fewer bandwidth. This 
protocol doesn’t periodically maintain the 
information about routing paths. Therefore, the 
reactive routing protocol, such as DSR [8, 14], 
AODV [9, 15] has much better performance [6, 7].  

The other routing protocol is hybrid routing 
protocol. This protocol tries to combine the 
advantage of proactive and reactive routing protocol. 
Hybrid routing protocol tries to find routing path 
with the on demand conditions and has limited 
searching cost. Zone Routing Protocol (ZRP) [4, 10] 
is one of hybrid routing protocol. 

To select a routing path, there are different 
parameters to be considered. We can classify the 
routing path selection algorithms into two categories. 
One is to consider a single objective function. This 
category only considers one parameter that affects 
the route. The shortest routing path selection 
algorithm and DSR belong to this category. The 
objective of the shortest routing path selection 
algorithm tries to find the shortest path between the 
source node and the destination node. 

The other is the multiple objectives function. The 
research in [1, 11, 12] belong to this category. The 
rank-based routing path selection algorithm [1] 
proposed by M.S. Jian considers five resources: 
bandwidth, computer efficiency, power consumption, 
traffic load, and the number of intermediate nodes. 
This routing path selection algorithm takes these five 
resources into consideration and gives much better 
Qos to MANETs user. The way it selects a routing 
path is to compare with these resources among all 
routes to the destination node. The route with less 
rank value is selected. This algorithm tries to balance 
these resources and distribute the routing paths. 
Moreover, the block rate of this algorithm is reduced.  

However, resources like bandwidth, battery 
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power, and computer efficiency in each node are 
limited. Hence, nodes should not waste their 
resources. These nodes don’t have the responsibility 
to relay data packets for others. Therefore, how to 
make other nodes willing to relay the packets 
becomes an important issue.  

 
1.2. Price mechanism 
 

Since to make the nodes willing to relay the 
packets is important in mobile ad hoc network, a 
price mechanism is proposed [3] by Buttyan et al. 
The price mechanism uses virtual currency. The 
function of price mechanism is that some node must 
pay virtual currency to intermediate nodes for 
relaying data packets. Nodes who help to relay data 
packets will receive virtual currency. In other words, 
if nodes don’t relay data packets, they can’t get any 
virtual currency. Then, these nodes have no virtual 
currency to send their data packets. Therefore, the 
price mechanism can make mobile devices help each 
other. On the contrary, mobile device won’t help 
others will be isolated.  

In mobile ad hoc network, price mechanism can 
be used in different domains. Qiu et al. proposed [2] 
an algorithm based on price mechanism to optimal 
bandwidth allocation. This algorithm can make nodes 
set their prices dynamically and maximize the 
benefits of nodes relaying data packets for others.  

However, the way of transforming resources into 
virtual currency was not mentioned. Maximizing the 
benefits for intermediate nodes will increase the cost 
paid by the source node. Hence, we propose a new 
algorithm considering both routing path selection 
algorithm and price mechanism. To take more factors 
into account for selecting a route with price 
mechanism needs further studied. Our algorithm also 
proposes the functions to transform resources into 
virtual currency. By using price mechanism, nodes 
are willing to relay data packets for other nodes. 
Therefore, routing path selection algorithm with 
price mechanism can be more reasonable. The 
remainder of this paper is organized as follows. 
Section 2 describes the proposed algorithm about 
routing path selecting and price mechanism (RSPM). 
Section 3 presents simulation results. Finally, the 
conclusions are drawn in Section 4.  
 
2. The proposed algorithm 
 

In MANETs, a source node needs to send data 
packets to the destination node which is out of the 
transmission range. Due to each mobile device has 
limited and different resources, mobile device should 
not waste their resources to relay data packets for 
other mobile devices without getting any benefit. 
Therefore, a price mechanism is used to attract other 
mobile devices to relay data packets for others.  

In the proposed algorithm, it considers three 
resources: bandwidth support, traffic load 

distribution and power consumption. To combine 
with price mechanism, we make the source node pay 
virtual currency when it transmits data packets and 
occupies resources of other nodes. Each mobile 
device gets benefits from relaying data packets for 
other nodes. Therefore, each mobile device is willing 
to forward data packets for other nodes. In the 
following sections, we present functions to transform 
resources into virtual currency. Different resource has 
different transformation function. 
 
2.1. Evaluation function 

 
Each routing path is composed of intermediate 

nodes. We count intermediate nodes’ payment before 
counting the total payment of a routing path. In an 
intermediate node, there are three resources to be 
considered. In the following, we introduce how to 
transform these resources of an intermediate node 
into virtual currency. 

 
2.1.1. Bandwidth support. Bandwidth support is the 
free bandwidth of a node. The total bandwidth of 
different mobile devices is different. In our 
mechanism, we prefer to choose the intermediate 
node with larger free bandwidth. If we choose an 
intermediate node with small free bandwidth, its 
bandwidth may be all occupied soon. Hence, the 
intermediate node cannot send or relay packets. 
Therefore, we have to choose intermediate nodes 
with less bandwidth occupation. The function 
defined as follows is used in the proposed algorithm 
for transforming bandwidth resources into virtual 
currency.  
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where  F1 is the ratio which is used to convert 
bandwidth resource into virtual currency. 

  γs_k is the set of intermediate nodes which 
help to rely data packets from source node 
s to destination node in the k-th 
re-established routing path between the 
source node and the destination node. 
Request_Bandwidths is the bandwidth 
which source node s requests. 
Total_Bandwidthj is the bandwidt.h which 
intermediate node j owns. 
Used_Bandwidthj is the bandwidth which 
intermediate node j has been used. 

There are some features in the function F1. A 
node with small free bandwidth that satisfies the 
route request still can be selected as intermediate 
node of routing path, but the charge of this node 
increases, due to limited resource. Hence, the higher 
free bandwidth is, the smaller the value of F1 is. It 
means that the cost of F1 depends on the amount of 
free bandwidth. So this function encourages the 
source node to select the nodes with more free 
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bandwidth to be intermediate nodes. 
 
2.1.2. Traffic load distribution. The traffic load 
distribution of node j means the total number of 
routing paths through the node j. If an intermediate 
node supports more than one routing path, its traffic 
load distribution becomes higher and the resource 
occupation of this node is heavy. If this intermediate 
node moves out of communication range, the routing 
paths through this intermediate node need to be 
rebuilt. Hence, the load of network increases. 
Therefore, we propose a function to distribute routing 
paths and reduce the traffic load distribution of each 
node. The following function is used to transform 
traffic load distribution into virtual currency and is 
defined as: 

( ) ( )

( ) ant,ion_ConsNormalizatutionad_DistribTraffic_Lo
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where F2 is the ratio of traffic load distribution 
of intermediate node j. 
Normalization_Constant is set to 
exp(Max_Traffic_Load_Distribution). 
Max_Traffic_Load_Distribution is the 
upper bound of the each intermediate 
node’s traffic load distribution. 
Traffic_Load_Distributionj is the total 
number of routing paths through 
intermediate node j. 

The function F2 also has some features. When a 
new routing path selects the intermediate node that 
many routing paths have gone through, it needs to 
pay higher virtual currency. Oppositely, it can select 
the intermediate node which a few routing paths 
through it. Using function F2, the intermediate node 
with few routing path through will be selected. 
Hence, the load of network will be more balance. 

An example is used to explain the purpose of the 
function F2. S and D present the source node and the 
destination node, respectively. In this example, we 
set Max_Traffic_Load_Distribution to 6. Assume the 
network topology is as shown in Figure 1. The traffic 
load distribution of intermediate node I1 is 2, due to 
two routing paths through I1. The traffic load 
distribution of intermediate I2 is 1, due to one routing 
path through I2. 

S2 I1 D2

S3

I2

D3

S1 D1

 
Figure 1. The network topology 

Assume that there is a new route request form S 
to D. There are two routing paths can be selected. If 
we randomly select a routing path, two cases might 
occur as shown in Figure 2. In Case 1, this new route 
request selects I1 to be the intermediate node. In 

contrast, this route request selects I2 to be the 
intermediate node. 

S2 I1 D2

S3

12

D3

S1 D1

S D

Case1

S2 I1 D2

S3

12

D3

S1 D1

S D

Case2

Figure 2. The probable selection result of figure 
1 

However, by using the function F2, case 2 will be 
selected. In the following, we explain that function 
F2 can really distribute the routing path and has a 
better block rate. Let q be the probability of all 
routing paths through one intermediate node be 
dropped. Let p be the probability of one 
communication really to be blocked when the 
original routing path is dropped. Then we can define 
that the blocked probability of the all communication 
in these two case as qpqp +3  in case 1 and 

22 qpqp +  in case 2. Suppose that  
223 qpqpqpqp +>+   

where 10 << q  and 10 << p   
Then we reduce the above function as follows: 

pp 212 >+ . 
Since the value of p is larger than 0, 

223 qpqpqpqp +>+  is always established. 
This result proves that case 2 has better 

performance on block rate than case 1. Hence, using 
the function F2 can really distribute the routing path 
and also reduce the block rate. 

The following example describes the advantage 
of routing path distribution. Let the current routing 
states be as shown in Figure 3. 

S2

I1

D2

S4

12

D4

S1 D1

S3 D3

 
Figure 3. The network topology 

Case3

S2

I1

D2

S4

12

D4

S1 D1

S3 D3

S D

Case4

S2

I1

D2

S4

12

D4

S1 D1

S3 D3

S D

Figure 4. The probable selection result of figure 
3 

Now a new route request is sent from S to D. Two 
possible cases can be happened as shown in Figure 4. 
Using the function F2 we will select the case 4 to be 
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our solution. 
 

In Figure 5, we set the value of q to be 0.5. Figure 
5 shows the difference of block rate of versus 
probability of case 1 and case 2, and cas3 and case4. 
The performance of block rate is better, when the 
traffic load distribution of each intermediate node is 
more balance. 
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Figure 5. The relationship between p and 

difference of block rate 
The curves show that routing path distribution 

has a better performance on reducing block rate. By 
using function F2 it distributes the routing paths and 
balances the traffic load distribution of each 
intermediate node. 

 
2.1.3. Power consumption. To transmit data packets 
to the next intermediate node consumes battery 
power. Here, we suppose that mobile device can 
adjust their power when mobile device transmits data 
packets to the received node. The battery power is 
very important to the mobile device. If there is no 
power, the mobile device can’t communicate with 
other mobile devices. If the next intermediate node is 
far away from the intermediate node, it consumes 
more power to transmit data packet to the next 
intermediate node. Therefore, it is better to choose 
next intermediate node close to the request node and 
to reduce the consumption of power. 

The free space propagation model [12] is used to 
predict received signal strength when the transmitter 
and receiver have a clear line-of-sight path between 
them. Suppose that the distance between the 
transmitter node and the receiver node is d. The 
strength of the signal received can be defined as 
follows. 

( )
( ) Ld4
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2
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λ
=   

where Pt is the transmitted power. Pr(d) is the 
received power. The transmitter antenna gain denotes 
as Gt. Gr is the receiver antenna gain. L is the system 
loss factor. λ is the wavelength in meters. From the 
above function, we can assume that the received 
power relates to the distance between the transmitter 
and the receiver. Hence, the function to transform 

resource into virtual currency can be as follows. 
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where  F3 is the function of power consumption 
used to convert resource into virtual 
currency. 
Distancej,j+1 is the distance between 
intermediate node j and j+1. 
Max_Distance is max distance of 
communication range of j. 

The advantage of function F3 is described as 
follows. When the total distance between the source 
and the destination node is same, the higher the 
number of intermediate node, the lower the cost 
function of power consumption is lower. Hence, the 
function F3 allows the routing path with high number 
of intermediate node to be used in order to reduce the 
cost. 

According to these functions we proposed, the 
mobile user can evaluate the cost of each resources 
occupation. Then the source node counts the total 
cost it has to pay, when it selects an appropriate 
routing path. 

 
2.2. Cost Function 
 

According to the node’s resources, we transform 
the resources of each intermediate node into virtual 
currency. The total virtual currency that each 
intermediate node can get is by adding function F1, 
F2, and F3 together. We sum all the virtual currency 
that intermediate nodes can get. Then, we can count 
the payment that source node should pay. The cost 
function of routing path is defined as follows: 

( )
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∈×=
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where  µj_k the price for each intermediate node j 
charges for relaying data packets. 
λs the source node s should pay to all the 
intermediate nodes for relaying its data 
packets. 
Z is the max price of each resource. 

The resources of each intermediate node itself are 
bandwidth support, traffic load distribution and 
power consumption. According to the cost function, 
we define λs as the total virtual currency which the 
source node should pay.  

 
2.3. Objective Function 
 

When a source node transmits data packets, it 
should pay virtual currency to the intermediate nodes 
for relaying data packets. Our algorithm minimizes 
the cost that a source node should pay. If the payment 
of a routing path is the lowest, the proposed 
algorithm will select this routing path. 

Based on estimation of the cost of each routing 
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path, our algorithm selects the routing path with 
minimum virtual currency. In this routing path, each 
intermediate node has the appropriative resources. 
No resources can be wasted. Then, the objective 
function of routing path selection algorithm can be 
defined as: 

min｛λs_i｝, i= 1, 2, … m 
m is the total number of routing paths from the 
source node to the destination node 

From the rule mentioned above, the source node 
could pay minimum virtual currency and get an 
appropriate routing path. Then, all the routing paths 
can be distributed and the drop rate can be reduced. 
 
3. Simulation 
 

Table 1 lists the parameters [16] of our simulation 
environment. In (Table 1a), the simulation parameter, 
M×N indicates that there are M nodes placed in the 
N×N(m2) area. For example, 50×100 indicates that 
there are 50 nodes in the 100×100(m2) area. The 
transmission range is the maximum communication 
distance between any two nodes. The movement 
speed of nodes is denoted as Node Speed. A node has 
70% probability to keep the original direction in next 
time cycle. Each node owns different bandwidth. 

In (Table 1b), requested transmission bandwidth 
of messages is between 15 and 25 KB. The rate of 
routing path request is about 100 percentages of 
nodes. It indicates that all nodes will send the route 
request each time. Each routing path needs to be 
maintained randomly 2 to 6 seconds to finish the 
transmission of data packets. We set the maximum 
virtual currency that each resource can get is 100 vc, 
where vc is the unit of virtual currency. The total 
simulation time is 300 seconds. 

Table 1. Simulation parameters 
(a) Network parameters 

number of nodes  
& network size 

50×100,75×100, 
100×100,125×100 (m2)

transmission range 10 m 
node speed (X,Y axis) ±0.1, ±0.3, ±0.5, ±0.7 

m/sec 
bandwidth of nodes 150 -200 KB/sec 
Max_Traffic_Load_Distribution 6 
Max_Distance 10 m 

(b) Route parameters 
requested transmission bandwidth 
of message 

15 - 25 
KB/sec 

rate of route request 100 % 
life time of routing path 2 － 6 sec
maximum virtual currency of 
resource 

100 vc 

simulation time 300 sec 
Our algorithm compares with the DSR algorithm 

and rank-based routing path selection algorithm. All 
competing algorithms are simulated in the same 
environment. The effects our algorithm takes care are 
the average virtual currency each source node should 

pay, the reconnection times and the block rate of 
routing path. Our algorithm can make each source 
node get an appropriate routing path by paying the 
minimization payment. In addition, reducing the 
reconnection times can decrease the network traffic. 
Avoiding the block of routing path can give the 
source node a stable connection state. 

Figure 6 shows that our algorithm can select the 
routing path with minimum virtual currency. Our 
algorithm is beneficial for sender node. In addition, it 
shows that when the density of network is higher, the 
payment of our algorithm is cheaper, compared to 
other algorithms. The proposed algorithm is about 
10.95% ~ 22.47% cheaper in virtual currency than 
DSR. 

Payment
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Figure 6. The average payment of each routing 

path selected by three algorithms 
From Figure 7, one can see that the proposed 

algorithm, RSPM, has better performance on the 
number of reconnect in routing path. In other words, 
the proposed algorithm reduces the traffic of network. 
It can reduce the traffic of network about 6.89% ~ 
15.2% compared to DSR. 
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Figure 7. The number of reconnecting routing 

path by three algorithms 
In Figure 8, RSPM has lower block rate of 

routing path. The rank-based routing path selection 
algorithm, denoted as rank, sometimes can not decide 
the only one routing path for transmitting data 
packets to destination node because of too many 
routes with the same rank value. Then, it uses 
random policy to generate the routing path. However, 
the proposed algorithm can determine the only one 
routing path for transmitting data packets. Therefore, 
our algorithm has better performance on block rate of 
routing path. RSPM is about 0.76% ~ 1.16% better 
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than DSR.  
Block Rate
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Figure 8. The block rate of routing path 

 
4. Conclusions 
 

We have proposed an algorithm using the price 
mechanism in routing path selection. Such an 
approach makes each mobile device select 
appropriate routing path for transmission and allows 
intermediate nodes to get benefits. In the proposed 
algorithm, the transmission payment of source node 
is about 10.95% ~ 22.47% cheaper than DSR. The 
traffic load distribution of network can be reduced 
about 6.89% ~ 15.2%. The block rate of route request 
is about 0.76% ~ 1.16% better than DSR. 

In the future, we will further consider security 
problems for transmission in mobile ad hoc network. 
Furthermore, we will incorporate them into our 
algorithm to enhance the privacy and security for 
transmission. 
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