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Abstract- The deployment of real-time video applications 
in the Internet has increased tremendously in recent years, 
and at the same time Layered Multicast Protocol (LMP) has 
achieved similar attention in the research community. Since 
LMP is regarded as one of the solution for real-time video 
applications, this paper attempts to assess the techniques 
employed in the current LMPs. We present a taxonomy of 
layered multicast techniques as well as the analysis of each 
facet of the taxonomy. Finally some research issues are 
highlighted. 
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1. Introduction 
 

The increasing deployment of real-time video applications 
in the Internet in recent years has increased the necessity for 
a better protocol that supports real-time video transmission 
over the Internet. This application has certain characteristics, 
which make it somewhat different from other Internet data 
flows. The characteristics are loss-tolerant, delay-sensitive, 
jitter-sensitive, and large user distribution [1]. Layered 
Multicast Protocol (LMP), which allows users with different 
network capacities to achieve different receiving rates, is 
regarded as one of the solution for video transmission over 
the best-effort Internet services.  

LMP operates on the Internet Protocol (IP) multicast, 
where it encodes video signal into multi-rate data signals 
using certain encoding technique. These data signals are then 
transmitted into layers or channels of a multicast session, 
where each layer carries certain level of video quality. At the 
other ends, receivers adapt their reception rates by joining 
and dropping layers. The more layers or the higher layers the 
receivers join the better video quality they perceive. Each 
receiver may achieve different layer subscription level 
depending on their network capacities. This enables 
receivers with different network capacities to experience 
different video qualities.  

The performance of LMPs is dependent on the techniques 
employed in the protocols. Given the active research 
undertaking and LMP is yet to reach its maturity, there are 
quite a number of different techniques employed in the 
current LMPs. The goal of this article is to assess the 
techniques employed in the recent LMPs based on certain 
classifications. This article is not intended to be exhaustive 
but to focus on the techniques employed in the current 
LMPs. The remainder of this article is organized as follows. 
The next section presents the overview of LMP, Section 3 

presents the taxonomy of LMP techniques, Section 4 is a 
discussion and analysis on the LMP techniques, Section 5 
highlights some research issues, and finally Section 6 
concludes this paper. 

 

 
 

Figure 1: Layered multicast communication 
 

2. Overview of Layered Multicast Protocol 
 

Figure 1 shows layered multicast communication in the 
Internet. At the sender, video signal is encoded into multi-
rate data signals using a layering scheme. Four layering 
schemes are currently used in LMPs, namely cumulative [2], 
non-cumulative [3], simulcast [4] and dynamic layering [5, 
6]. Section 3.1 discusses the detail of each layering scheme. 
The encoded data signals are then sent to multicast layers or 
channels for multicast transmission.  

At the other ends, receivers receive video transmission and 
perform video decoding. Video decoding is performed upon 
receiving data packets from the sender, and the decoding 
process is dependent on the encoding technique used at the 
sender.  

Another important task performed in layered multicast 
communication is rate adaptation. The goals of rate 
adaptation are to control congestion, and to ensure each 
receiver achieves higher and smooth receiving rates.  Rate 
adaptation can be performed either at the sender or at the 
receivers. Rate adaptation at the sender is performed by 
adjusting layers’ rate according to aggregate receivers’ 
bandwidth. To perform the sender‘s rate adaptation, 
information about receivers’ network status is required. This 
requires feedback from all receivers. On the other hand, 
receivers’ rate adaptation does not require feedback, but is 
performed by subscribing and/or dropping layers at 
receivers. Typically subscription level must not exceed the 
estimated target reception rate.  

Most LMPs estimate target reception rate using TCP 
equation model. In order to estimate the rate using TCP 
equation model, two important parameters, namely loss rate 
and round trip time (RTT), have to be estimated. However, 
estimating these parameters is problematic in layered 
multicast communication. 
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3. A Taxonomy of Layered Multicast 
Techniques 

 
We classify layered multicast techniques according to the 

influences on the design and performance of LMPs, based 
upon the following aspects: 
i. Layering scheme – i.e. how the sender encodes video 

signal into layers. 
ii. Rate adaptation location – i.e.  the location where rate 

adaptation is performed. 
iii. Target reception rate estimation – i.e. how the 

protocols estimate their target reception rate. 
iv. RTT estimation – i.e. the techniques used to estimate 

round trip time. 
v. Loss rate estimation – i.e. the techniques used to 

estimate loss rate. 
 

3.1 Layering scheme  
 
Layering scheme is the method used to encode video 

signals into multi-rate data flows for transmission over the IP 
multicast layers. Four layering schemes have been proposed, 
namely cumulative, non-cumulative, simulcast and dynamic 
layering.  

Cumulative layering scheme encodes video signal into a 
few non-redundant layers, which composed of a base layer 
and enhancement layers. It encodes video signal in such a 
way that the upper layers are dependent on the lower layers. 
The base layer is the most important layer that provides the 
basic video quality, whereas the upper layers provide quality 
enhancement to the lower layers. A receiver must join the 
layers in cumulative order that it must first join the base 
layer and the consequent layers in incremental order, e.g. for 
a session with 4 layers the receiver must subscribe the layers 
in the following order: 1, 1-2, 1-2-3, and 1-2-3-4.  

On the other hand, non-cumulative layering scheme 
encodes video signals similar to cumulative layering scheme 
but each layer is independent of each other and is equally 
important. Non-cumulative layering scheme allows a 
receiver to join the higher layers without the need to first 
subscribe the lower layers, hence mitigate the cumulative 
layer subscription requirement as in the cumulative layering 
scheme. This enables more flexible layer subscription and 
finer granularity.  

Simulcast layering scheme encodes video signals into a 
few redundant layers, where the upper layer contains the 
video signal of the subsequent lower layer together with 
additional video quality. This means the upper layers contain 
a better video quality than the lower layers. The layers in this 
scheme are similar to a few single-rate multicast channels 
with different quality of video signals. A receiver can 
subscribe to any layer that fits to its target reception rate. 
However, the receiver has to subscribe to only one layer at 
one particular time. If more bandwidth is available, the 
receiver may achieve better video quality by dropping the 
currently joined layer and subscribing the subsequent higher 
layer. 

Dynamic layering schemes [5, 6] encode data into a few 
layers in such a way that at the beginning of each layer the 
sending rate is set at the maximum rate and then gradually 

decreases until it reaches zero. Then, the layer will be in 
quiescent period for a pre-defined time period before starting 
sending another cycle of video signal. A receiver can join the 
layers at any time-point depending on its available 
bandwidth. The receiver can maintain certain reception rate 
by keep subscribing to new layers when the subscribed 
layers decrease their sending rates. This scheme solves the 
Internet Group Multicast Protocol (IGMP) latency problem, 
i.e. the problem of too long time taken by the IGMP to 
process a receiver’s layer drop request. Two dynamic 
layering schemes have been proposed – Fair Layered 
Increase/Decrease with Dynamic Layering (FLID-DL) 
scheme [5] and Wave-like  Dynamic Layering scheme [6].  
 
3.2 Rate Adaptation Location 

 
Typical LMPs perform rate adaptation at receivers. Some 

LMPs, however, allow sender-based adaptation in addition 
to receiver-based adaptation. Hence, LMPs can be classified 
into two location-based rate adaptation categories, namely 
receiver-based LMP [2, 3, 5-10] and hybrid LMP [11-14]. 
The receiver-based LMPs perform rate adaptation merely at 
receivers, while the hybrid LMPs perform rate adaptation at 
the sender and receivers. 

A receiver-based LMP allows adaptive rate change at 
receivers. Adaptive rate change at receiver enables receivers 
with different network bandwidth to perform rate adaptation 
without the need to send feedback to the sender, hence 
improves the protocols scalability. Adaptive rate change also 
enables receivers with different network paths to achieve 
different receiving rates, which is desirable for the 
heterogeneous Internet environment. The receiver-based 
LMPs, however, pose problems of balancing between 
achieving fine granularity and protocols responsiveness. Fine 
granularity could be achieved by opting for many low-rate 
layers. However, too many layers in a multicast session 
result in slow response and convergence. Moreover, too 
many layers in a multicast session incurs more network 
management overhead. 

Hybrid rate adaptation solves the problems in receiver-
based rate adaptation by performing rate adaptation at both 
the sender and receivers. Hybrid LMPs achieve fine 
granularity by adjusting layers’ rate at the sender in addition 
to receivers’ rate adaptation. Rate adaptation at the sender is 
performed to satisfy target reception rates for the majority of 
receivers, while receivers’ rate adaptations are performed to 
satisfy the individual receiver. Having performed dual 
location-based rate adaptation, fine-grained reception rate 
could be achieved. Moreover, performing rate adaptation at 
both the sender and receivers enables LMPs to achieve fast 
optimum throughput with minimal number of layers. Liu et 
al. [12] claim that using hybrid rate adaptation Hybrid 
Adaptation Layered Multicast (HALM) could achieve 
optimal throughput with only 3 layers. However, hybrid 
LMP poses problems of scalability and inter-receiver 
fairness.  

In order to perform rate adaptation, the sender of a hybrid 
LMP requires information of the network status from all 
receivers. Hence, it is very important to have a feedback 
suppression technique that enables two-way communication 
(between the sender and receivers) in a scalable manner.  
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3.3 Target Reception Rate Estimation  
 
LMPs perform congestion control by regulating their 

reception rates based on estimated target reception rate. 
Typically, receivers of a layered multicast session adjust 
their reception rate at the level that the receiving throughput 
must not exceed the target reception rate. Handley et al. [15] 
suggest that in order for a protocol to be friendly to other 
protocols, the throughput of its receivers should not exceed 
the throughput of TCP flows in the same network condition. 
Hence, in order to be friendly to other competing flows, 
almost all LMPs employed TCP equation model in 
estimating their target reception rate. A number of TCP 
equation models that imitate steady-state behaviour of 
certain TCPs have been proposed in [10, 16-18]. The 
deployment of certain TCP equation model determines the 
behaviour of LMPs, particularly the aggressiveness of the 
LMPs toward other competing flows in same network path. 
In line with the fact that TCP Reno is the most popular TCP 
flavour in the Internet1, TCP Reno equation model [17] is 
the most used model in LMPs [1, 5, 6, 11-13].  

Recently, a TCP Vegas equation model has been 
developed by Samois and Vernon [18]. The model uses 
queuing delay and parameter thresholds of unacknowledged 
delay. This enables detection of network congestion build-up 
before packet loss occurs. The main problem in the TCP 
Vegas equation model, however, is the difficulty to choose 
parameter thresholds that enable a protocol to fairly compete 
with other competing flows, especially with the more 
aggressive flows such as TCP Reno. This impedes its 
deployment in LMPs. To solve this problem, Mahanti et al. 
[10] propose a technique that dynamically measures 
parameter thresholds of the TCP Vegas equation model. 
Their experiment on Vegas Multi-rate Congestion Control 
(VMCC) protocol that employed TCP Vegas equation model 
exhibits TCP Reno-like characteristics, provides less 
oscillatory throughput, and induces no packet loss in lightly 
loaded bottleneck links. 

Legout and Biersack [8] use packet pair queuing delay in 
the Packet-pair receive-driven Layered Multicast (PLM) 
protocol. In order to estimate available network bandwidth, 
PLM sends a pair of packets back to back into a multicast 
session. Upon receiving the packet pair, receivers measure 
the receiving time gap of the packets. The decision to join or 
drop layers is made based on the estimated available 
bandwidth. PLM assumes fair queuing management is 
implemented in the network, which is very difficult to be 
implemented in the current Internet. With fair queuing 
management, their simulation experiment demonstrates that 
PLM behave friendly toward other protocols. However, 
Puangpronpitag et al. [20] in their simulation experiment 
demonstrates that PLM behaves unfriendly towards other 
competing flows when running in a network with no fair 
queuing management. 

Puangpronpitag et al. [9] use a combination of packet pair 
technique and TCP equation model [17] in Explicit Rate 
Adjustment Protocol (ERA) to estimate target reception 
rates, where the lower rate estimation of the two technique is 
used in join and drop decisions. Adopting both techniques, 
                                                           
1 Please refer to Fall and Floyd [19] for discussion on TCP flavours. 

they claim ERA is able to respond quickly to congestion and 
friendly to the competing flows. However, by estimating two 
target reception rates and using the lesser rate for join and 
drop decisions, the protocol may behave conservatively.   

 
3.4 Round Trip Time Estimation  

 
There is no accepted Round Trip Time (RTT) estimation 

standard in LMPs. Full RTT estimation is difficult to 
estimate in a layered multicast session due to the implosion 
problem at the sender, which is the result of too many 
feedbacks from a large number of receivers. Consequently, 
different measurement techniques have been proposed. 

The simplest way to assign RTT value is to use a fixed 
value, e.g. 1 second. This technique has been used in [3, 5, 8, 
9, 21]. Assigning a fixed value to RTT has the advantage 
that all receivers of a multicast session use the same RTT for 
target reception rate estimation. This enables receivers 
behind the same bottleneck to estimate the same rate, and 
consequently achieve the same layer subscription level, 
which is desirable for layered multicast communication. 
However, a protocol that employs fixed RTT value ignores 
the link delay which is one of the main indicators of 
congestion build-up in the network.  

Another RTT estimation technique is to estimate one-way 
transmission time (OTT) [13]. This technique requires the 
use of the source timestamp on each packet sent to the 
multicast channel. At the other ends, receivers will compute 
the time difference between the sending time (the source’s 
time) and the receiving time (the receivers’ time). The 
advantage of this technique is its simplicity, while the 
disadvantage is it may suffer from clock drift and may 
require clock synchronisation which is very difficult to do in 
multicast communication. Another disadvantage is it does 
not accurately measure RTT due to the asymmetric network 
path. 

To solve clock synchronisation complexity, Mahanti et al. 
[10] use a combination of a fixed RTT value and queuing 
delay. Queuing delay is acquired by measuring the time 
difference in the observed OTT. Having been able to 
measure and use queuing delay for RTT, receivers would be 
able to respond to congestion build-up, and receivers behind 
the same bottleneck may achieve the same layer subscription 
level. This technique may solve time skew problem, however 
asymmetric network path problem remain unresolved. 

Some researchers [11, 12, 14, 22] measure full RTT by 
using feedback suppression techniques. These techniques use 
probabilistic feedback scheme to ensure that there is no more 
than one receiver that sends feedback to the sender at the 
same time, therefore avoiding too many feedbacks at the 
sender. However, in the case where too many receivers join a 
session at the same time, each receiver has to wait for a 
considerable amount of time before being able to measure a 
new RTT. The longer a receiver has to wait the lesser the 
RTT accuracy. 
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Protocol Adaptation  
Location 

Layering Scheme Target Reception Rate  
Estimation 

RTT Estimation Loss Rate  
Estimation 

RLM [2] Receiver Cumulative - - - 
RLC [7] Receiver Cumulative Periodic Burst - - 
PLM [8] Receiver Cumulative Packet Pair 

 
Fixed RTT value - 

FLID-DL [5] Receiver Dynamic TCP Reno equation model  Fixed RTT value Packet loss rate 
CIFL [22] Receiver Cumulative TCP Reno equation model  RTT using feedback suppression Packet loss rate 
MLDA [13] Hybrid Cumulative TCP Reno equation model  End-to-end one way  delay estimation Packet loss rate 
WEBRC [6] Receiver Dynamic TCP Reno equation model  The duration of time from join request 

until the arrival of the first packet. 
Loss event rate 

ERA [9, 21] Receiver Cumulative TCP Reno equation model , 
Packet Pair  

Fixed RTT value Packet loss rate 

HALM [11, 12] Hybrid Cumulative, Dynamic TCP Reno equation model  RTT using feedback suppression Loss event rate 
SMCC [14] Hybrid Cumulative, Dynamic TCP Reno equation model  RTT using feedback suppression Loss event rate 
VMCC [10] Receiver Cumulative  TCP Vegas equation model  Fixed rate and average queuing delay Loss event rate 
FGLM [3] Receiver Non-cumulative TCP Reno equation model  Fixed RTT value Packet loss rate 

 
Table 1: A Taxonomy of Layered Multicast Techniques 

 
Other researchers [6, 7] measure RTT as the time taken 

from the time of join request until the arrival of the first 
packet, where it measure the round trip time between the 
sender and first router that route the multicast flows. The 
advantage of this technique is its simplicity, while the 
disadvantage is the ignorance of the round trip time between 
the source and the first router. 

Basu and Golestani [23] employ a hierarchical technique 
for RTT estimation. Using this technique, a group of 
receivers behind the same bottleneck (cluster) will select one 
receiver as a parent. The sender only needs to communicate 
with the parents. All receivers send feedbacks to the parents, 
and the parents aggregate the children feedbacks and send 
the aggregate feedbacks to the sender. This reduces the 
amount of feedbacks sent to the sender. RTT is calculated by 
combining parent-source RTT and child-parent RTT. The 
advantage of this technique is the accurate full RTT 
estimation without the need to do clock synchronisation, 
while the disadvantage is its complexity and processing 
overhead. 

 
3.5 Loss Rate Estimation 
 

Two loss rate estimation techniques are currently used in 
the current LMPs, namely packet loss rate and loss event 
rate, with packet loss rate is the mostly used. However, there 
is little discussion on the issues of loss rate estimation in 
LMP literature. A few researchers claim that they employs 
loss event rate estimation technique in their LMPs, i.e. 
SMCC, HALM, VMCC and WEBRC. However, the detail 
mechanism of the implementation is not been explained 

SMCC estimate loss event rate per-layer basis which is 
similar to the techniques in [24]. This technique is suitable 
for single layered multicast but is not really suitable for 
typical LMP. In typical LMP, a session data packets are 
distributed into layers where each layer can be seen as a 
single layered multicast as in [24]. In contrast to single 
layered multicast, LMP performs aggregate loss rate 
estimation across all layers. It is more complicated than 
packet loss rate estimation and loss event rate estimation in a 
single layered multicast. Liu et al. [11, 12] and Luby et al. 

[6] also claim that they use loss event rate estimation 
technique to measure loss rate in HALM and WEBRC. 
However, little explanation is given in regards to the detail 
mechanism of the implementation, particularly 
synchronisation of loss estimation across layers. Mahanti et 
al. [10] estimate loss event rate using closely-spaced packet 
losses. Similarly, they also provide no explanation on how 
packet losses are spaced and how packet losses across layers 
are synchronised.  

 
4.0 Discussion 

 
We have classified the techniques of layered multicast 

protocols in the previous section. Table 1 provides a 
summary of these techniques. This section presents 
discussion and analysis of the techniques.  

The easiest way to avoid feedback implosion at the sender 
is not to send feedback. That is the reason why the receiver-
based LMP is more popular than the sender-based LMP. The 
elimination of feedback in the receiver-based LMPs has 
greatly improved the scalability of layered multicast 
protocols. However, without feedback the receivers have to 
adapt their receiving rates to static pre-define layer sizing.  
This may result to coarse granularity. Some protocols [11-
14] use hybrid adaptation scheme to mitigate the problems in 
receiver-based LMPs. Hybrid adaptation scheme enables rate 
adaptation to be done at both the sender and receivers. This 
is possible with the use of lightweight feedback suppression 
techniques which allow feedback to be sent in a scalable 
manner. However, in the case of too many receivers in a 
layered multicast session, feedback suppression techniques 
may not work very well. When there are too many receivers, 
the time each user has to wait before being able to send 
feedback would be too long. As a result, the sender could not 
perform layer adaptation correctly. 

Simulcast layering enables finer-granularity with less 
coding complexity but at the expense of low bandwidth 
dilution [3]. Similarly, dynamic layering enables finer 
granularity and solved IGMP latency problem, unfortunately 
its implementation is not suitable for real-time video stream. 
Non-cumulative layering enables receivers achieve finer-
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granularity but at the expense of lower bandwidth utilisation. 
Cumulative layering, despite its coarse granularity, is the 
most popular technique. This is due to its simplicity and 
better bandwidth utilisation. Furthermore, cumulative 
layering technique requires less joining and dropping 
coordination. 

IGMP processing time may slowdown LMP 
responsiveness.  This problem can be avoided by carefully 
estimating available bandwidth before joining new layers 
that would minimise failed join attempt. However, this has 
no guarantee that the newly joined layer will not cause 
congestion to the network, therefore they may still suffer 
from IGMP latency problems if the newly subscribe layer is 
not successful. Dynamic layering [5, 6] mitigate the IGMP 
latency problem. However the high joining frequency in [5] 
has made this technique infeasible to be implemented in the 
Internet. Although new dynamic layering technique [6] 
demonstrates better performance than the technique in [5] 
with lesser joining frequency, its exponentially decreasing 
transmission rate is not suitable for video transmission. 
Furthermore its complexity incurs more processing 
overhead.  

TCP equation model is an important component in 
controlling network congestion. Since TCP Reno is the most 
deployed protocol in the Internet, TCP Reno equation model 
is the most popular TCP throughput estimation technique for 
LMP. However, a protocol that employs TCP Reno equation 
model is more aggressive than a protocol that employs TCP 
Vegas equation model, where the former is more oscillatory 
and induces more packet loss. This behaviour is undesirable 
for video applications. The protocol that employs TCP 
Vegas equation model, though less oscillatory and induces 
less packets loss have the difficulties to measure certain 
important parameters. Mahanti et al. [10] solve this problem 
by proposing a dynamic parameter measurement.  

RTT value is needed to estimate receivers’ target reception 
rate. However, measuring RTT in layered multicast 
communication is very complicated. It is difficult to measure 
RTT in a multicast session due to the large number of 
receivers, where feedback from receivers may cause 
feedback implosion at the sender. Furthermore, in a layered 
multicast session, it is desirable for all receivers behind the 
same bottleneck to have the same RTT value, thus enable 
receivers behind the same bottleneck to achieve the same 
subscription level. Moreover, reverse message transmission 
(message from receivers to the sender) may never occur in 
receiver-based layered multicast. This raises the question of 
whether full RTT estimation is really necessary. The 
complexities in measuring RTT have resulted in the proposal 
of a number of different RTT estimation techniques. Such 
techniques are fixed RTT, OTT, fixed RTT with queuing 
delay, full RTT with feedback suppression mechanism, and 
hierarchical RTT estimation. Fixed RTT enables receivers 
behind the same bottleneck to achieve the same throughput 
estimation but ignores the network queuing delay. OTT 
suffers from clock drift and requires clock synchronisation. 
Fixed RTT with queuing delay may achieve same throughput 
estimation and is responsive to the network condition, but 
not round and not very responsive to the network condition. 
Full RTT estimation may achieve accurate RTT, but without 

appropriate feedback suppression, it will cause congestion 
problem at the sender. Hierarchical RTT estimation is very 
likely to achieve accurate RTT estimation and the same 
target reception rate estimation for receivers behind the same 
bottleneck but at the expense of more processing overhead.  

Loss rate is one of the most important parameter in TCP 
equation model [25]. Its accuracy will determine the 
accuracy of TCP throughput estimation. Most of the current 
LMPs employ packet lost rate technique to estimate loss rate. 
However this technique has been criticised by [26] that it 
does not accurately model TCP behaviour. Alternatively, 
they suggest that loss event rate technique models TCP 
behaviour more accurately than packet loss rate technique. In 
their study they found the protocols that employ loss event 
rate estimation technique, perform better than the protocols 
that employ packet loss rate. However the study is conducted 
in the unicast environment. To our knowledge there is no 
such study has been conducted for layered multicast 
environment. In bold comparison, it is easier to estimate 
packet loss rate than to estimate loss event rate. Loss event 
rate is difficult to estimate due to many layers involved in a 
layered multicast session. Whereby, each receiver may 
subscribe to different layers that make it not possible to 
assign session sequence number to the packets, instead each 
packet is assigned layer sequence number. These factors 
make the monitoring of loss event rate in LMP very 
complicated.  
 
5.0 Research Directions 

 
In the previous section, we discuss issues in the current 

LMPs. Some research directions have been identified. Two 
categories of location-based rate adaptation are commonly 
used in LMP, but which location-based rate adaptation that 
is more appropriate for video applications remains to be 
investigated. Layering schemes seem to solve certain 
problems but create other problems. It is desirable to have 
layering with fine granularity, high bandwidth utilisation, 
easy to coordinate, and simple to implement. However, such 
a layering scheme is yet to come. It is also desirable to know 
which TCP equation model or bandwidth estimation 
technique is more appropriate to be used in LMP. However, 
despite the aggressiveness exhibited by the protocols that 
employed TCP Reno equation model, most of the LMPs 
employ TCP Reno equation model.  Techniques that respond 
to congestion build-up such as in [8, 9], could be alternatives 
for non-TCP flow like the data flow in LMP. LMP requires 
special RTT estimation techniques as it needs to ascertain 
receivers behind the same bottleneck receive the same layer 
subscription level. With the fact that full RTT is difficult to 
measure, RTT estimation techniques remain to be explored. 
Loss rate issue has not been discussed in detail in the current 
LMP literature, particularly the implementation of loss event 
rate. The fact that loss rate is a very important parameter in 
TCP equation model and packet loss rate does not accurately 
models TCP behaviour, the implementation of loss event rate 
estimation in LMP requires further exploration and 
explanation. 
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6.0 Conclusion 
 
In this article we assess the techniques in the current 

LMPs. We present the taxonomy of the LMPs’ techniques as 
well as the discussion and analysis of each facet of the 
taxonomy. There are some issues remain to be investigated 
that include location-based rate adaptation, layering scheme, 
target reception rate estimation, RTT estimation, and loss 
event rate estimation. 
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