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Abstract-Mesh network is commonly seen in 
parallel computation network, as it is 
straightforward and easy to expand. Two- 
dimensional mesh network also attract considerable 
attention in the VLSI layout due to its simplicity. In 
applying binary tree to the layout of VLSI array in 
the form of H, better flexibility and regularity might 
be achieved. Based on the advantages of mesh 
architecture and binary trees, we present a new 
approach of mesh-connected trees that are different 
to those previously. They unite mesh architecture 
and binary trees into a new architecture and apply it 
to the layout of VLSI array. This architecture is free 
from the problems of crossing, saving the area of 
overall layout. In addition, this improves the 
problem that traditional meshes of trees and mesh-
connected tree difficult to expanded in terms of 
number of levels. Furthermore, now that we have 
another mesh-connected architecture, the new mesh-
connected tree architecture provided by us will be 
more efficient than traditional binary tree. 
Concentrating on the communications between 
binary trees. 
 
Key word: VLSI layout, VLSI array, binary tree, 
mesh of trees, mesh-connected tree. 
 
1. Introduction 
 
Recently, with advances in semiconductor 
technologies, various parallel computation structures 
are presented one after another. Among which mesh-
connected computers [2,7] still attract considerable 
attention because of their simple and regular 
architecture. In a parallel system, an effective 
interconnection network [4,8,11,17] is used to 
exchange data between processors. Mesh-connection 
[11,13] is a very common multiple processing 
architecture, which is used to solve scientific 
problems. In parallel computation network it is easy 
to expand and simple. Moreover, mesh-connection is 
frequently used in VLSI layout due to its simplicity. 

The purpose of our study is to embed mesh-
connected trees in two-dimensional structures, while 
making proper arrangements so as to reduce the cost 

of connection and improve the overall performance 
of the system. The two-dimensional structure 
obtained through conversion is very suitable for the 
design of chips. The reason being that after proper 
arrangements, all the nodes can use smaller chip 
areas and reduce the possibility of intersection of 
link between the nodes. In addition, it can also 
reduce the complexity while reducing costs in 
designing and testing. 

A n n×  two-dimensional mesh-connected 
structure has N Processor Element (PE): 

0 ,P 1 ,P ..., 1NP − , where n = 1 2N . There is a node 

( ),P i j  on two-dimensional mesh-connected 
architecture. i, j stands for row and column, 
respectively, where 0 1i n≤ ≤ − , . 

There are four neighbors, which are , 

0 1j n≤ ≤ −

( )1,P i j+

( )1,P i j− , ( ), 1P i j + , , respectively. 
Figure 1 shows a two- dimensional mesh-connected 
architecture. Two-dimensional mesh has 

( , 1P i j − )

2N n=  
nodes, the number of links 
E = ( )2 1n n − = 2 2N n− , network diameter 

D = ( )2 1n − , link necessary to mesh of N nodes is 

( )NΟ . This is a less than fully connected graph, 
capable of being separated into different areas by 

( )NΟ  links, and suitable for being used in 

interconnected networks. In a mesh-connected 
diagram, there is no intersection between links, 
which are symmetric in nature, extremely suitable 
for designing VLSI circuits. 

When implementing multiple processor arrays 
[1,10,12,16] with VLSI, tree structure is a very 
attractive choice, as the architecture connects is 
simple and regular. In consideration of the cost of 
VLSI, the cost of computation element is lower than 
that of connection [5,6]. If each processor element 
only maintains tree structure with its immediate 
neighbor, the cost of connection might be reduced. 
Apart from root nodes  and leaf  nodes, each  node of  
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Fig. 1. A 5  mesh-connected architecture. 5×
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Fig. 2. A 3-level binary tree. 
 

tree-connection is connected to its father node and 
two child nodes. Each node in the figure is 
connected downward to contrasting nodes through 
two different links. The  nodes  of  the  trees are  
divided  into  leaf 
nodes (also knows as terminal nodes) and non-
terminal nodes. The height of the tree is also called 
the depth, meaning the maximum level of the figure. 
This is shown in figure 2, in which node 1 is depth 0, 
node 2 and 3 are depth 1 and node 4, 5, 6 and 7 are 
depth 2. Node 1, 2, 3 are non-terminal nodes, while 
node 4, 5, 6 and 7 are terminal nodes. When the 
degree of non-terminal nodes (excluding root nodes) 
is three and the terminal nodes are of the same level, 
we call this binary tree “a complete binary tree”, and 
figure 2 is a complete binary tree. h level complete 
binary tree has a graph node number, which is 

 and has 12hN += −1 1E N= −  links. The graph 
diameter is D = ( )22 log 1 2N + − , therefore, 

complete binary tree , . 
Due to the clear and orderly structure of binary trees, 
the subordinate relationships of the data from the top 
down can be seen clearly. These are appropriate for 
use in database systems. In terms of transferring and 
arrangement, the root nodes of binary tree structure 
are usually the bottleneck of transferring data. 

( )E NΟ= ( )2logD NΟ=

According to the references in Leighton [3] and 
Efe [11], its arranging method may have the problem 
of crossing the wire and cause increases in overall 
layout costs. In addition, Leighton [3] the numbers 
of levels of binary trees are limited in second level 
and unable to increase. With this in mind, we present 
this topology to the problem of traditional mesh-
connected tree crossing the wire on VLSI. 
In the early 90s, Bhattacharya [1] used to embed 
quadtree in rectangular mesh architecture, but this 
embedding method may have had problems. For 
example, crossing the wire, poor extensibility and 
availability after being embedded. Hence, this paper 
will, on the basis of Dotted Triangle given by  

Binary Tree  
 

Fig. 3. A mesh-connected tree made up of 4 4×  
mesh-connected and 3 depth binary trees. 

 
Bhattacharya, present a new type of two-dimensional 
embedding method for mesh-connected tree. 
 
2. Structural Properties 
 
In this paper, we assume a network is seen as an 
undirected graph, whose nodes represent processor 
elements (PEs) and whose edges represent 
bidirectional links between the processor elements. 
Our topology, as shown in figure 3, is made up of 
one mesh-connected and binary tree. The number of 
nodes for our topology is N = 2n × ( )12 1h+ − , 

where h is for the height of the binary tree while 
time complexity is ( )22 hnΟ ⋅ . The number of links 

for the graph is L = ( )22 2n n− + ( )2 12 2hn + −  with 

the time complexity of , and average 

degree is 4. 
( 22 hnΟ ⋅ )

)

When message transfer is required for the nodes 
of any two binary trees, transfer may start from the 
leaf to the root, whereby  step is 
required to reach the root. When transferring by 
means of mesh-connected architecture, 

(22 log 1N +

( )2 2N −  

step is required, so the step consumed by 
transference of any two nodes is at 
most ( )22 log 1N + + ( )2 N − 2 . When transferring 

message, mesh-connection may be considered as 
global communication, while binary tree as local 
communication. 
 
3. Node utilization for VLSI array 
 
Layout method may exert great influences on overall 
performance and costs of VLSI [1,5,6,9]. If the 
intersection of wires can be reduced and the chip 
area can be saved by means of arranging, it will be 
helpful in improving performance and reducing costs 
significantly. Moreover, in seeking the most 
effective use of chip area, consideration must be 
given to leave enough space between the nodes for 
the purpose of wiring. 
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Fig. 4. A traditional H-tree. 
 

 
 

Fig. 5. mesh-connected tree made up of one 3 3×  
mesh-connected and 5 level binary trees in VLSI 

array. 
 

The graph arranging method shown in figure 4, is 
obtained when embedding binary trees in the VLSI 
array [4,10,17] in the manner of H, which will 
achieve regularity and extensibility.  

The traditional binary tree, because of its 
extensibility, is frequently used in VLSI layout. 

Let REC

h
N  be the number of nodes in an area just 

large enough to contain an entire h-level binary tree. 

We get 

( ) ( )1
2 2

2
=

2 1 2

h
REC

h hh
N

+⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥− × −1

. Where 

REC is for “rectangular” and h for “level”. 
Following this equation, we obtain that after the 13th 
level, the node utilization of H-tree will remain at 50
％ and will not change with the increase in the scale 
of binary tree. In our topology, what we should 
consider is the coordination between mesh-
connection of different size and binary trees. This is 
because we found that the arranging methods for the 
odd-number level and even-number level are 
different, so they deserve separate consideration. 

 

 
 

Fig. 6. mesh-connected tree made up of one 3 3×  
mesh-connected and 4 level binary trees in VLSI 

array. 
 

    As with odd-number level, the number of level 
must be higher than 3 to be meaningful. Assume h is 
the number of levels for binary tree and n is the size 
of the mesh-connection, we can obtain the equation 
in case of odd-number levels. 

 

( ) ( )
( )

2

23

2 1
,

2 4

h
REC
odd h

n
N h n

n−

×−
=

×
………………………(1) 

 
When we take h and n to limit ∞ , ( ) , we 

get , and so we discover that in 

the case of odd-number levels, the scale of our 
topology will not change with increases in binary 
trees or mesh-connection. Shown in figure 5 is the 
binary tree embedding method for odd-number 
levels. In case of even-number levels, the numbers 
must be higher than 3 to be meaningful, therefore the 
result we obtained is 

,h n →∞

( )lim , 0.5REC

oddh
n

N h n
→∞
→∞

=

 

( ) ( )
( ) ( )

2

4

2 1
,

2 4 8

h
REC

even h

n
N h n

n n− ×

− ×
=

×
….…….…..….(2) 

 
Then in taking h and n to limit ∞ ,  

respectively, we get li . This 

value will not change with increases in the number 
of levels for binary tree, or increases in the scale of 
mesh-connection. Shown in figure 6 is the binary 
tree embedding method for an even-number level. 

( ),h n → ∞

( )m , 0.5REC
evenh

n

N h n
→∞
→∞

=

From equations (1)(2), we can derive a common 

equation  suitable for odd number and 

even number levels as follows: 
( ,REC

COM
N h n)

 

( ) ( ) 2

1 2

2 1
,

2

h
REC

hCOM

n
N h n

n+ ×

− ×
= ……………………(3) 
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We can obtain a result from the above equation that 
regardless of odd-number or even-number levels, or 
the scale of mesh-connection, the overall VLSI 
layout may not be affected and its available effective 

nodes are, , the same as traditional 

binary trees. 
( ), 0.REC

COM
N h n = 5

 
4. Comparison 
 
In this section, we show table 1 lists these six 
parameters for some of the commonly used 
interconnection topologies. From this table indicates 
that the node utilization is better than mesh of trees, 
mesh-connected tree and pyramid. Besides, MOT 
and MCT have serious crossing and poor 
extensibility for VLSI layout. 
 

Table 1. topologies parameters of selected 
interconnection networks. 

 Degree Diameter Bisection Fault 
Tolerance Extensibility Node 

Utilization

Meshes 4 1 2
N  N ΟΟ ΟΟ 100% 

Trees 3 log N  1 Ο ΟΟ 50% 

Pyramid 9 
4

log N  2N ×  × ×  33% 
Mesh of 

Trees 3 log N  N ΟΟ Ο NA 
Mesh-

connected 
Trees 

3 log N  N ΟΟ Ο NA 

Our design 4 1 2
N  

1 2
N ΟΟ ΟΟ 50% 

*ΟΟ: very good, Ο: good, = : fair, × : poor, × × : 
very poor. 
 
Conclusion 
 
This paper discusses the embedding of another 
mesh-connected tree architecture, given by us into 
VLSI array in a detailed manner. As proved by 
equation, we can obtain that under mesh-connected 
architecture and binary trees of different scales, their 
overall performance will remain unchanged. In 
addition, better communication capabilities might be 
obtained from our topology than traditional H-tree 
and pyramid. This would be without the problem of 
crossing the wire with traditional mesh of tree and 
mesh-connected tree. Therefore, it is extremely 
suitable for VLSI. 
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