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Abstract

The discovery of fuzzy association rules is
an important data-mining task for which
many algorithms have been proposed.
However, the efficiency of these algorithms
needs to be improved to handle real-world
large datasets. In this paper, we present an
efficient method named cluster-based fuzzy
association rule (CBFAR) to discover
generalized fuzzy association rules from
web structures. The CBFAR method is to
create fuzzy cluster tables by scanning the
browse information database (BIDB) once,
and then clustering the browse records to the
k-th cluster table, where the length of a
record is k. The counts of the fuzzy regions
are stored in the Fuzzy Cluster Tables. This
method requires less contrast to generate
large itemsets. The CBFAR method is aso
discussed.

Keyword : Fuzzy data mining; association
rules

i &

WA MR E LT AR S
(Data Mining) ¥ — & & e384 > 4 3
Jent R ApMRdE ) o Ba o &
H—« }f@m-ﬁxﬁA‘}lme}, FR

[ai
Ji—.?ﬁ’ﬁwé
Jﬂ/

; B

F

Hung-Pin Chiu
National Taitung University
hpchiu@nttu.edu.tw

FF AP LTHRD - BFoRF DD E
(  Cluster-Based Fuzzy  Association
Rule:CBFAR) % ji e 28 H ¢ 45 1 0k B
B R o A e ke B B R I SRR
v s g3 x4 4 (cluster table) sk
AR AT EZIPE AP e
A2  FEFHEATTRE-
RIS P K,%;Qf 5 B TRl P
> il S ke MR R T pE

For
¥ Eix@.iﬁ;j{\ °
3P .

Bl 742 4 ~ BR TR B
1. Introduction

The discovery of fuzzy association
rules is an important data-mining task.
Association rules are used to discover the
relationships, and potential associations, of
items or attributes among huge data. These
rules can be effective in uncovering
unknown relationships, providing results
that can be the basis of forecast and
decision.

Deriving association rules from
transaction database is most commonly seen
in data mining. [2][4] It discovers
relationships among items. In the past,
Agrawal and Srikant proposed the Apriori
association rule algorithm.[5] It can discover
meaningful  itemsets and  construct



association rules within large databases, but
alarge number of the candidate itemsets are
generated from single itemsets. This method
also needs to perform contrasts against all of
the transactions, level by level, in the
process of creating association rules. The
database is repeatedly scanned to contrast
each candidate itemset, that performance is
dramatically affected.

After Agrawa et a. proposed the
Apriori association rule, Tsay et a. have
used cluster-based association rule (CBAR)
approach.[8] This method used cluster-based
table to reduce the number of database scans
and requiring less contrast. Recently, the
fuzzy set theory[3] has been used more and
more frequently in intelligent systems. It’s
simplicity and similarity to human
reasoning.[1] Hong et al. aso proposed a
fuzzy mining algorithm.[7] The items
considered in their approach had
hierarchical relationships. However, items in
real-world  applications are  usudly
organized in some hierarchies. Mining
multiple-concept-level fuzzy rules may lead
to discovery of more general and important
knowledge from data.

In this paper, we present a new method
caled cluster-based fuzzy association rule
(CBFAR), for efficient fuzzy association
rules mining. We considered the hierarchical
relationships to discover the generalized
fuzzy association rules from the browse
information database (BIDB) and used the
cluster-based concept to reduce the number
of database scans. When the customer
clicking the web pages, then the click times

stored in the browse information database
(BIDB).This method not only needs only
one database scans, but also requires less
contrast.

2. CBFAR Mining Framework

The hierarchica relationships and
cluster-based concepts are used to discover
generalized fuzzy association rules from
browse information database (BIDB). We
propose a CBFAR mining framework for
discovering generalized fuzzy association
rules. The proposed framework is shown in
Fig. 1.
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Figurel: CBFAR Mining Framework

We proposed mining framework
maintains fuzzy association rules, and uses
the  hierarchicd relationships  and
cluster-based fuzzy table to derive the fuzzy
association rules. Previous studies on data
mining focused on finding association rules
on the single-concept level. However,
relevant web page taxonomies are usualy
predefined in the web site service and can be
represented using hierarchical trees.[6]
Terminal nodes on the trees represent actual
web pages appearing in networks structure;
internal nodes represent classes or concepts
of web pages formed by lower-level nodes.



[6]A simple exampleisgivenin Fig. 2.
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Figure2: An example of taxonomic structures

In this example, the T, web class falls
into one class and one web page: T, and web
page C. T, can be further classified into page
A and page B. Similarly, assume T3 are
divided into page D and page E. Only the
terminal web pages (A, B, C, D and E) can
appear in browse information records. The
CBFAR mining method is divided into four
phases.

In the first phase, ancestors of web
pages in each given browsed record are
added according to the predefined
taxonomy.

In the second phase, transform the
quantitative value v, of each browsed
dataD, (i=1 to n), for each expanded item
namel, appearing into a fuzzy set f;.The
f, are represented as
( /R, + f,/R,+- + f,/R,) using the
given membership functions, where h is the
number of fuzzy regions fori,.Ris the Ith
fuzzy region of I,, 1<l<h, andf,
fuzzy membership value in region R, .
Calculate the value of each fuzzy region R,

is v, ’s

in the browsed data. (count; = Z fi)

In the third phase, creates M cluster
tables. Scan the browse information
database once and cluster the browsed data
If the length of browsed data is k, the
browsed record and the fuzzy region vaue
of items in this browsed record will be
stored in the table, named Fuzzy Cluster
Table (k), 1<k<M, where M is the length of
the longest browsed record in database.

In the fourth phase, the set of candidate
itemsetsC, is generated. When the length of
candidate itemset is k, the support is
caculated with reference to the
Fuzzy Cluster Table(k). If the fuzzy region
value of C, is greater than or equa to the
predefined minimum support valuea , the
candidate itemsets becomes the large
itemsets, put C, in the large itemsatstL, .
Otherwise, it is contrasted with the
Fuzzy Cluster Table(k+1). The large

itemsets is L, ={m-R |max-court; >a,1<j<ny .

Until the large itemsets L, is null, this
process terminates when the calculated
support is greater than or equal to the
predefined minimum support or the the end
of the Fuzzy Cluster Table(M) has been
reached. Finally, use the predefined
minimum confidence value to discover
fuzzy association rules. If the candidate
fuzzy association rule is larger than or equal
to the predefined confidence value, put it in
the rule base.

3. An Example

In this section, an example is given to



illustrate the proposed mining method. This
iIs a simple example to show how the
proposed method can be used to discover
fuzzy association rules from browsed data
There are six browsed records and five items
(web pages) in a browse information
database: A, B, C, D and E. An example
browse information database is shown in
Table 1. The taxonomy tree is shown in Fig.
3. The ancestors of appearing web pages are
added to browsed records according to the
predefined taxonomy tree. The expanded
browsed record is shown in Table 2.

Table 1. Six browsed recordsin thisexample
BID Items (Web Pages, Click times)
B1 (A3) (C4) (E2)

B2 (B,3) (C,7) (D,7)

B3 (A,4) (B,2) (C,10) (E/5)

B4 (C)9) (E,10)

B5 (B,3)

B6 (B,8)(D,4)

Table 2: The expanded browsed records
BID | Items (Web Pages, Click times)

B1 | (A3)(C4) (E2) (T..3) (T,.4) (T;.2)
B2 | (B,3)(C,7) (D,7) (T, ,3)(T,.,7) (T,,7)
B3 | (A4) (B,2) (ES) (T..6) (T;.5)

B4 | (C)9) (E10)(T,,9) (T,,10)

BS | (B.3)(T..3)

B6 | (B.8)(D.4)(T..8) (T;.4)

In this example, assume that the fuzzy
membership functions are the same for al
the items and are as shown in Fig. 4. The
fuzzy membership function is represented
by three fuzzy regions. Low(L), Middle(M)
and High(H), and three fuzzy membership

Figure3: Taxonomy treein thisexample

values are produced for each item according
to the predefined membership function.

The length of the longest browsed
record in this database is six, and creates six
fuzzy cluster tables as shown in Table 3.
The fuzzy region vaue of items in this
browsed record will be stored in the
Fuzzy Cluster Tables.

Middle
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Figured: The member ship function

Assume the minimum support value is
2.0. We can discover the Large-1 itemsets
(L) which is large than or equa to the
predefined minimum  support  value
according to the Fuzzy Cluster Tables. The
itemsets of L ae {B.Low = 20},
{7, Middle=2.8}, {T,.Middle=2.6}.



Table 3: Fuzzy_Cluster Tables

|BID|A|B|C|D|E|T1|T2

Fuzzy Cluster Table(1)

| NULL

Fuzzy Cluster Table(2)

L,0.6 L,0.6
B5 0 | M.0.4 | 0 | 0 | 0 | | 0 | 0

Fuzzy Cluster Table(3)

| NULL

Fuzzy Cluster Table(4)

M.04 M02 Mo4 | Moz

B4 0 O | hos| © | Hos| © Ho6 | Hos
M.06 T.04 M.06 T.04

B6 O Jhoa| © |wmos| © |roaf © M0.6

Fuzzy Cluster Table(5)

B3 L,04 L,0.8 L,0.2

Toz
M0.6 | M,0.2| 0 | 0 |M,0.8

[ v | o [ 592

Fuzzy Cluster Table(6)

B1 L,0.6 0 L,0.4 0 L,0.8 L,0.6 L,0.4 L,0.8
M,0.4 M,0.6 M,0.2 M,0.4 M,0.6 M,0.2

B2 o L,0.6 M,0.8 M,0.8 0 L,0.6 M,0.8 M,0.8
M,0.4 H,0.2 H,0.2 M,0.4 H,0.2 H,0.2

Generate the large 2-itemsets L, .
Combining the items of L, in order to
generate candidate 2-itemsets C, . The
procedure is similar to the candidate
generation of Apriori agorithm[5]. The
itemsets of C, are {B.Low, T, .Middle},
{B.Low,T,.Middle}, { T,.Middle,T,.Middle}.
In order to generate L,, it is necessary to
compute the fuzzy region values of each
candidate itemset in the Fuzzy Cluster
Table(2). If the value is larger than or equal
to the predefined minimum support value,
put C,in theL,. Otherwise, compute the
fuzzy region values in the next cluster table
(Fuzzy Cluster  Table(3)). Until  the
calculated support is greater than or equal to
the predefined minimum support or the end
of the Fuzzy Cluster Table(M). The other
large itemsetsL, arein the similar way.

Therefore, the large itemsets in this

example are {B.Low}, { T, .Middle},
{7, .Middle} { T, .Middle, T, .Middle}. Then,

we can transform each large itemsets into a
fuzzy association rule.

4. Conclusions

In this paper, we have proposed a
generalized fuzzy association rules mining
framework for extracting fuzzy association
rules from browse information database. The
cluster-based fuzzy association rule (CBFAR)
method creates Fuzzy Cluster Tables to
discover the large itemsets.

Contrasts are performed only against
the partia Fuzzy Cluster Tables that were
created in advance. It only requires a single
scan of the browse information database,
and contrasts with the partia Fuzzy Cluster
Tables. This method not only needs only
one database scans, but also requires less
contrast.

In the future, we will continuously for
the huge database, and discussing with the
performance of CBFAR method.
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