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ABSTRACT
In this paper, a real-time face detection algorithm is proposed for locating single or 
multiple faces in images and videos. Not only finding the face regions, this algorithm 
also locates the eyes and lips for each located face.  The process of the proposed 
algorithm starts from the skin-color pixels extraction through rules built upon a 
quadratic polynomial model using the normalized color coordinate (NCC).  
Interestingly, this polynomial model with a slight modification can also be used to 
extract the pixels of lips very effectively.  The benefit of using the same polynomial 
model is the reduction of computation time. Moreover, the skin-color regions and lips 
can be extracted simultaneously in one scan of the image or video frame.  The 
algorithm then verifies the extracted eyes and lips using a set of rules derived from the 
common spatial and geometrical relationships of facial features. Finally, the precise 
face regions are determined accordingly. The implemented face detection system 
based on the proposed algorithm exhibits satisfactory performance in terms of both 
accuracy and speed for faces with wide variations in size, scale, orientation, color, and 
expressions. 

Keywords: face recognition, face detection, facial features, skin-color pixel extraction, 
geometrical and spatial relationships.

1. INTRODUCTION

In recent years, the fast advancement of the image processing techniques and the 

cost down of various image/video acquisition devices encourage the development of 

many computer vision applications, such as vision-based surveillance, vision-based 

man-machine interfaces, vision-based biometrics.  Among these many applications, 

the face recognition is a central task and thus attracts the attentions of many 

researchers.  Some research systems and commercial products of face recognition 
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applications have been presented in many literatures [1-6].  According to the 

experience of these existing systems, it shows that only a powerful recognition engine 

is not enough for achieving a satisfactory recognition performance.  A robust face 

detector is another critical key component without any doubts. 

Generally, the capability of face detectors puts a limit on the capability of 

recognition systems.  The final aim of designing a face detector is to develop a 

robust detector that can accurately extract all faces in images regardless of their 

positions, scales, orientations, colors, shapes, poses, expressions and light conditions.  

However, for the current state of the art in image processing technologies, this is a big 

challenge. For this reason, the face detectors deal with only upright and frontal faces 

in many existing systems [14-19].

Another concern in designing a face detector is the detection speed. In many 

applications such as videophones and surveillance, the real-time speed is a critical 

requirement.  Due to the requirement of real-time speed, some algorithms that can 

precisely extract faces but require an extensive amount of time-consuming 

computations have to be excluded from the design. 

In this paper, we propose a novel real-time face detection method that can 

accurately locate not only the face regions in images, but also the eyes and lips for 

each located face. The detailed capability of the proposed method is described as 

follows:

(1) The persons can tilt their faces left or right for about 45o.

(2) The persons can rotate their faces to any rotations as long as their lips and eyes are 

not occluded. 

(3) The persons can raise or lower their head for about 30o.



(4) The light is controlled to uniformly illuminate on the faces to be detected and the 

light brightness is also controlled to prevent the face skin becoming white or 

black.

(5) The size of each face is constrained between 1024 (=32x32) pixels and 9216 

(=96x96) pixels.  This constraint is set to fit the resolution requirements for 

general face recognition engines. The values can be dynamically adjusted if 

different resolutions are demanded.

The basic concept of the proposed algorithm is to extract and verify the desired 

components, including skin-color regions, lips, eyes and faces through several simple 

rules.  It is found that the defined rules can handle a large degree of variations in 

faces.  Since the proposed method needs no pixel-based template matching to extract 

the desired components, the computation time can be significantly saved.  In 

addition, due to the simplicity of the rules, the proposed algorithm can detect faces at 

a real-time speed.

The rest of the paper is organized as follows. Section 2 makes a brief survey on 

some related work. The proposed algorithm is presented in Section 3. In order to show 

the effectiveness of the proposed algorithm, some experimental results are provided in 

Section 4 to evaluate the accuracy and speed of face detection.  Finally, we conclude 

the research in Section 5.

2. RELATED WORK

A straightforward way for detecting face is to locate the face patterns by 

template matching [14,15,16,17].  The template can be designed or learned through 

the collection of a set of face images.  During the matching process, a template is 

convolved with the sub-images everywhere within the input image to find the possible 



candidates based on a predefined similarity or distance.  To handle the many possible 

variations in size, orientation, and shape, etc., two methods are usually adopted. The 

first is to convert each input image with different transformations, e.g. resizing to 

different dimensions, before matching. Then, the template matching is performed on 

images of each transformation.  The other alternative method is to use multiple face 

templates during matching.  Clearly, the matching time increases very rapidly with 

the numbers and the dimensions of the used templates and the converted images, no 

matter what approach is used.

To reduce the search time of the possible face candidates over the input images, a 

skin-color pixels extraction is commonly performed [7-11].  The basic idea of the 

skin-color pixels extraction is to build a statistic model for colors of skin-like pixels. 

For example, the mixture of Gaussian distributions is a frequently used probabilistic 

model for this purpose [7,8]. With a probabilistic model, the probability of being a 

skin-color pixel for each pixel can be calculated. A threshold is then set on this 

probability to remove those non-skin pixels.  There are also some other researchers 

proposed the neural network approach to approximate more complex models for 

skin-color pixels [11,19].  However, this usually increases the cost of computations.

After extracting the skin-color regions from images, the face templates are then 

used to verify these regions [12,13].  Those redundant skin-color regions that do not 

pass the verification are then removed from the candidate list.  In addition to the 

template matching, the neural network verifier is an alternative design for performing 

verification [14].  Although the neural network verifier usually exhibits higher 

variation tolerance than the template matching, the long period of training time and 

the requirement of large training sets are the major drawbacks.



The above face detection method can be referred as a top-down approach. The 

term “top-down” means that the face regions are determined without resorting to the 

identification of individual facial feature components such as eyes, noses and lips, etc.  

An alternative approach to locate face regions is the bottom-up approach, which 

means that the face regions is constructed from the identified facial feature 

components.  In other words, the facial features have to be extracted before the face 

regions are located.  In general, some individual facial features like eyes and lips 

own some visual properties that are less sensitive to the face variations mentioned 

previously.  Thus, the extraction of these facial features would be more stable.  

Hence, the bottom-up approach should be intuitively more robust and accurate than 

the top-down one.  In addition, as the individual components are much smaller than 

the whole face in size, the processing time during extraction is thus also much shorter.

In this paper, we adopt the bottom-up approach. The process of the proposed 

algorithm starts from the skin-color pixels extraction through several rules built on a 

quadratic polynomial model using the normalized color coordinate (NCC). 

Interestingly, this polynomial model also can be used to extract the pixels of lips 

effectively.  Finally, the algorithm verifies the extracted eyes and lips based on a set 

of rules derived from their common spatial and geometrical relationships to remove 

the false facial components. The final precise face regions are determined accordingly.  

The detailed method is described in next section.

3. RULE-BASED FACE DETECTION ALGORITHM

3.1 Rules for  Skin-Color  Region Extraction

As mentioned previously, the purpose of extracting skin-color regions is to 

reduce the search time for possible face regions on the input image.  As the goal of 



our algorithm is to detect faces at a real-time speed, we exclude the approaches based 

on some complicated probabilistic models due to their high computation costs. 

Alternatively, we use a much simpler method that requires only a very few 

computations.

Firstly, the proposed algorithm uses the normalized color coordinate (NCC), 

rather than the RGB color system, for pixel colors.  The conversion from RGB to 

NCC, denoted by (r, g), is defined as follows:

 and ,
R G

r g
R G B R G B

= =
+ + + +

where R, G, B denotes the intensity of pixels in red, green and blue channels, 

respectively.  One of the major benefits of using NCC is the brightness variation in 

images can be normalized according to the above transformation.  The other benefit 

is that the dimension of NCC is 2, which is easier to visualize and analyze when 

building the model for skin-color pixels. 

To build a model for skin-color pixels, we plot the distribution of skin-color 

pixels over the r-g plane.  Figure 1 shows the distribution.  Apparently, the 

skin-color pixels form a compact region over the r-g plane.  In many existing 

methods, the distribution is approximated with some probabilistic models, such as 

Gaussian mixtures [19].  The major drawback of this kind of modeling is the high 

computation costs in calculating the probabilities for each pixel in the image.  These 

computation costs are harmful to our goal of real-time detection speed. Therefore, 

instead of trying to build the precise probabilistic model, we modify the approach of 

Soriano and Martinkauppi [10], which uses two quadratic polynomials to approximate 

the upper and lower boundaries of the compact region formed by the skin color 



distribution on the r-g plane. These two polynomials are:

= − + +2( ) 1.3767 1.0743 0.1452,upperf r r r (1)

= − + +2( ) 0.776 0.5601 0.1766.lowerf r r r (2)

Therefore, the pixels falling within the area between these two polynomials can be 

extracted by the following rule checking on their r, g values:

R1:  and( ) ( ).lower upperg f r g f r> <

In Figure 1, we see the above two inequalities define a crescent-like area on the r-g

plane.  Beside these two polynomials, Soriano and Martinkauppi also defined a 

circle on r-g plane to exclude the bright white pixels which falling around the point (r, 

g)=(0.33, 0.33) from the region enclosed by the two polynomials.  Therefore, the 

exclusive circle is defined by:

R2: 2 2( 0.33) ( 0.33) 0.0004.r g− + − ≤

Apparently, the above three mathematical formulas are still not accurate enough to 

filter out the non-skin-color pixels, particularly for some yellow-green, blue and 

orange pixels that fall around the top, left end and right end of the crescent area 

respectively.  Figure 2 illustrates the result of applying rules R1 and R2 

simultaneously for skin-color pixel extraction.

Figure 1. The distribution of skin-color pixels on r-g plane and the two 



quadratic polynomials for the upper and lower boundaries. [10]

Figure 2. The skin-color pixels filtering using the method of [10]. The left 
image is the input image and the right image is the resultant image.

To improve the filtering results, the proposed algorithm adds two extra simple 

rules. These two rules are:

R3: R>G>B, and

R4: R-G≥45.

Rule R3 is derived from the observation that the skin-color pixels tend to be red and 

yellow.  The blue intensity is always the smallest one among the three channels.  

With Rule R3, the blue pixels can be effectively removed. Rule R4 is defined in order 

to remove the yellow-green pixels. Figure 3 illustrates the improved result after 

introducing Rules R3 and R4.  It is clear to see that Rules R1 through R4 involve 

only very simple computations.  The filtering process is much faster than those 

probabilistic approaches.

          
Figure 3. The improved result of skin-color pixel extraction after introducing 
Rules R3 and R4.



In summary, we summarize the final rule for extracting skin-color pixels as follows:

if  and  and  and 

otherwise.
1 21 ( ( )) &( ( )) ( 0.0004) ( ) (( ) 45),

0

g f r g f r W R G B R G
S

< > ≥ > > − ≥= 


where S=1 means the examined pixel is a skin-color pixel. After the skin-color pixel 

extraction, the algorithm finds the bounding boxes for the connected components of 

skin-color pixels. These bounding boxes become the candidate skin-color regions for 

further identifications of individual facial features.

3.2 Rules for  Lips and Eyes Detection

Observing the pixels of lips, we find that the colors of lips range from dark red to 

purple under normal light condition.  These colors distribute on the areas below the 

crescent area for skin-color region on the r-g plane.  According to human’s visual 

perception, the lips are very easy to be differentiated from the face skins for any races 

of persons based on their relative color contrasts.  Based on this observation, the 

color distribution of the lips should be disjunctive to that of normal skins. 

Similar to the extraction of skin-color pixels, we try to define another quadratic 

polynomial as the discriminant function for lip pixels. When defining this polynomial, 

we have the following two design goals:

(1) The polynomial should be computationally efficient, and

(2) The detection of lip pixels can be done in parallel with the detection of skin-color 

pixels.

Based on the above two goals and our observations about the lip color distribution, we 

find that the quadratic polynomial of the lower boundary of the ( )lowerf r  defined in 

Eq.(2) can be reused with a slight modification.  As the lip color distribute around 

the area below the crescent area, we just need to decrease the constant term in 



( )lowerf r . Therefore, according to the statistics on lip pixels, we define the 

discriminant function for lip pixels as:

= − + +2( ) 0.776 0.5601 0.165.l r r r (3)

Beside l(r), those dark pixels, which are usually the eyes, eyebrows or nose holes, also 

need to be excluded. We thus define the following rule for detecting lip pixels:

if  and  and  and ,

otherwise,

1 ( ) 20 20 20

0

g l r R G B
L

≤ ≥ ≥ ≥= 


(4)

where L=1 means the pixel is a lip pixel.  Notice that this polynomial also separates 

the lip distribution from the skin distribution to confirm to the fact of the disjunction 

between these two distributions. 

The benefit of using the same mathematical model in both skin detection and lips 

detection is that the computations for discriminant function can be significantly 

reduced.  In addition, the detections of both skin pixels and lip pixels can be done in 

parallel in one scan of the image or video frame.  Thus, this design completely 

follows up the two design principles listed above.  After detecting the lip pixels on 

the images, the proposed algorithm also perform the connected component labeling to 

group the connected lip pixels into a component.  

Two side effects arise in performing the detections of skin pixels and lip pixels in 

parallel. One is that the information of the skin color regions cannot be utilized to 

reduce the search space of the lip pixels.  This effect does not influence the detection 

speed much because the extra cost in computing the discriminant function for lip 

pixels is very low.  The other effect is that some pixels outside the skin-color regions 

might be wrongly detected as the lip pixels if they satisfy the discriminating 



conditions.  To handle this situation, we just need to perform a post check to see if 

the detected lip component is contained within the detected skin-color regions.  This 

check can be easily done through the computation of intersected areas between the 

bounding boxes of skin-color regions and lip components. For those lip components 

falling outside the skin-color regions, the algorithm removes them from the candidate 

list of lip components.

Remind that the proposed algorithm does not deal with the faces that tilt left or 

right for more than 45o.  Therefore, the lips are always below the positions of the two 

eyes for a face. With this assumption, we can exclude many combinations for lips and 

eyes from considerations in later geometrical and spatial relationship verifications.  

For those detected noise components that are neither eyes nor lips, the algorithm will 

also remove them in the consequent verification process that are to be described later.

Observing the eye components under normal light condition, the eyes tend to be 

the darkest part on the face provided that no shadows are projected.  However, the 

pixels of eyes are not necessarily black, i.e. r=g=0. Therefore, the polynomial used for 

extracting lips cannot be used, although it can extract black pixels very effectively.  

For this reason, the algorithm uses another simple way to extract the dark components 

on the faces. The eye components are extracted through a threshold operation (e.g. 

threshold = 20) on the grayscale image converted from the original color image. The 

method is found to be very efficient and effective [12].  Even though some dark 

components are wrongly detected, later verification process will remove them 

according to some geometrical rules.

3.3 Rules for  Geometr ical Ver ifications and Face Region Determination



After extracting the possible lips and eyes components, the proposed algorithm 

removes those mismatches by verifications based on a set of rules. These rules come 

from the general geometrical and spatial relationships among lips and eyes under 

normal light conditions.  

The rules used by the proposed algorithm are described in the following.

(1) Let ( , )eL eL eLx yp  and ( , )eR eR eRx yp  be the two centers of the possible left 

eye and right eye, respectively.  Then the angle between the line eL eRp p

and the horizontal line must be in the range [-45o, 45o].  This rule is used to 

exclude those faces tilted left or right for more than 45o. 

(2) Let ( , )m m mx yp  be the center of the mouth component and ( , )p mp mp mpx y

be the point of projecting ( , )m m mx yp  onto the line eL eRp p .  Given that 

the slope of eL eRp p  is denoted as em .  Then the following rules must be 

satisfied:

0.1* 0.1* , if 0.2,
0.5* , if 0.2 1,  

0.5* , if -1 0.2.

 − − ≤ ≤ + − <
 ≤ ≤ + − ≤ ≤
 − − ≤ ≤ ≤ ≤ −

eL eR eL mp eR eR eL e

eL mp eR eR eL e

eL eR eL mp eR e

x x x x x x x m
x x x x x m
x x x x x m

where we assume that xeL<xeR without loss of generality.  The first rule 

rules out the combinations that the projected position of mouth falls far away 

from the areas between two eyes, provided that the face is not tilted much 

(about 15o).  The second and the third rules exclude the combinations that 

the mouth position is not consistent with the tilt direction of heads. In other 

words, the projected point of the mouth cannot be at the left side of left eye 

provided that the head tilt left ( 0.2 1≤ ≤em ), and vice versa.



(3) Let ( )L pq  denote the length of the line segment pq  and ( , )p ec ec ecx y  be 

the center point of eL eRp p . Then the following rule must be satisfied:

( )
0.8 1.5.

( )
≤ ≤

p p
p p

m ec

eL eR

L
L

(4) Let ( )iW C  denote the width of the bounding box of component i. Then the 

following rules must be satisfied:

( )1
1.3,

1.3 ( )
Left eye

Right eye

W C
W C

−

−

≤ ≤

( ) ( )
0.6 1.1 and 0.6 1.1.

( ) ( )
Left eye Right eye

Lip Lip

W C W C
W C W C

− −≤ ≤ ≤ ≤

The second rule is useful in filtering out the noise components.  Note that 

the eyebrows sometimes connect to the eyes in the extracted components.  

For such cases, the algorithm regards the connected eye and eyebrow as a 

component.  This action usually affects only a little precision of the located 

positions for eyes, but not the accuracy of the extracted eye components.  

The detection accuracy of faces is thus not significantly affected.

According to the verification on the above four geometrical and spatial 

relationship rules for eyes and lips, the candidate facial triangles on the skin-color 

regions can be extracted for further processing.  In the proposed algorithm, the clear 

separations of both lips components and eyes components can greatly reduce the 

number of extracted triangles.  Besides, the assumption that requires the lips to be 

always below the eyes in one face is also very helpful in reducing the possible 

combinations, too.  



Most noise components can be removed after the verification process. However, 

it still might be possible that some confusing combinations need to be dealt with.  

The confusing combinations are from those triangles that might contain the lips and 

eyes of different faces.  We find that the remained confusing triangles are those that 

have the same lips/mouth components in one or two of the triangle vertices. We then 

proceed to the next step. A criterion, named skin color ratio (SCR), is defined for the 

arbitration of the remained confusing triangles. The SCR is defined as follows:

1 2 3|
1 2 3

1 2 3

( )
( )

skinN
SCR

A
= p p pp p p

p p p
VV

V
(5)

where 1 2 3( )A p p pV  denotes the area of the triangle 1 2 3p p pV  and 
1 2 3|skinN p p pV  is the 

number of skin color pixels within the triangle 1 2 3p p pV .  If SCR is very small, then 

1 2 3p p pV  is very likely to be a triangle that contains three facial components on 

distinct or scattered skin-color regions.  For this kind of triangles, it has very low 

possibility to be a face.  Hence, we can use SCR as the criterion for arbitration of tied 

triangles.

In order to calculate 
1 2 3|skinN p p pV , it might need a few computations. Fortunately, 

the introduced cost is not very high because the number of confusing triangles is 

usually very small.  To reduce the computation time, we use a fast method to 

calculate 
1 2 3|skinN p p pV .  This method is to examine each detected skin-color pixel on 

the image to see if it is in the interior of each triangle 1 2 3p p pV .  If it is, then 

1 2 3|skinN p p pV  is increased by one. In this way, we need not to use time-consuming 

algorithms for tracing out the interior pixels of each confusing triangle.  We just need 

to perform simple triangle interior checks for each skin-color pixel.  We ignore the 

details of triangle interior check and triangle area calculation here because they are 



very trivial.

After extracting the triangles of facial components, the final face regions are 

simply determined according to the triangles. Figure 4 shows the dimension of the 

bounding box for face region. In Figure 4, Lee is the distance between the two eyes.  

Lme is the distance between the center point of the line segment connecting the two 

eyes and the lowest point of the lips component. Note that the bounding box can be 

rotated according to tilted angle of the line connecting the two eyes.

Figure 4. Determination of a face region according to the triangle of facial 
components.

4. PERFORMANCE EVALUATION

For the performance evaluation, we have implemented the algorithm on a PC with 

a Pentium 4 1.6G CPU and 128M RAM.  The implemented system has two modes 

of operation.  The first is on-line mode that is designed to detect faces of video 

frames captured from a PC camera in real time.  The other mode is off-line mode 

that is designed to detect faces in still images that are prepared beforehand. To find 

out the detection accuracy and the detection speed, we prepare a database of 400 

images.  Among these 400 images, 300 images contain only single face on each 

image, while the other 100 images have multiple faces on each. These images contain 

both simple and complicate backgrounds.

Table 1 shows the detection accuracy of the proposed algorithm. The average 

Lee

Lme

0.4Lme0.4Lme

Lee/3Lee/3



detection accuracy is around 92% and the false detection rate is very low.   Table 2 

shows the detection speed of the proposed algorithm. The dimension of each 

processed image is 320x240 pixels. It is easy to see that the proposed algorithm 

indeed achieves real-time detection of faces with a satisfactory accuracy from Table 1 

and Table 2.  In Figure 5, some snapshots of skin-color region detection are shown. 

It verifies the effectiveness of our skin-color pixel detection based on the quadratic 

polynomial models. In Figure 6, the results of lips component detection are illustrated. 

The results show that the detections are very accurate.  In our experiments, the 

detection accuracy of lips achieves around 95% after performing the intersection of 

the extracted skin-color regions and the possible lips component candidates.  The 

false detection rate of lips is below 2.5%. Therefore, this result verifies the 

effectiveness of our quadratic polynomial model for lip color pixels. The high 

accuracy of lips detection is very helpful in speeding up the verification process to be 

performed.  In Figure 7, the extracted facial triangles composed of eyes and lips as 

well as the final facial regions are shown for several tested images.  These images 

contain cases of single/multiple persons, multiple orientations, body interference, 

different expressions.

Table 1. The detection accuracy of the proposed algorithm.

Single-face images
(300 images)

Multiple-face images
(100 images)

Total number of faces in images 300 320
Number of correct detections 282 290
Number of false detections 7 15
Detection Accuracy 94.0% 90.6%
False Detection Rate 2.33% 4.69%

Table 2. The detection speed of the proposed algorithm.

Single-face images Multiple-face images

Detection Speed 11 images/sec 8 images/sec



Figure 5. Results of skin-color region detection.

Figure 6. Results of lips detection.

Figure 7. Results of facial triangle detection and facial region determination.



In order to test the robustness of the proposed algorithm, we also conduct the 

experiments of detecting faces wearing sunglasses. Figure 8 demonstrates the results. 

The results show that the faces still can be detected as long as the frame of the 

sunglasses is not very dark and thick.  If the frame is dark and thick, the face is 

usually partitioned into two separated regions and thus usually causes the missed 

detection.

Figure 8. Results of detecting faces wearing sunglasses.

5. CONCLUDING REMARKS

According to the experimental results, the proposed algorithm exhibits satisfactory 

performances in both detection accuracy and detection speed.  The cases that the 

proposed algorithm can handle are also very diverse.  Actually, in many applications 

which need to handle only very simple cases, the proposed algorithm can be further 

improved in both speed and accuracy by introducing more verification rules for ruling 

out some impractical cases. However, there are a few restrictions on using the 

proposed algorithm:

(1) The light condition must be normal. In other words, the faces to be 

detected cannot be too bright or too dark.  In addition, the proposed 

algorithm does not allow the vast shadows on the faces for they interfere 

the geometry properties of facial features.

(2) The facial features of faces must appear on the images.  Thus, our 



algorithm cannot detect those incomplete faces resulted from serious 

occlusions and large orientations.

In the future, we plan to improve the algorithms in two directions:

(1) Increasing the robustness of light variations by developing a light 

compensation/correction preprocessing technique; and

(2) Developing more precise component-based detection and verification process 

for facial features by designing corresponding facial component detectors.

The first is aiming at to loosen the restrictions on light condition and the second to 

handle the problems of occlusions and large orientations. 
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