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Abstract 

 

Structural classification has been adopted to recognize handwritten numerals by 

extracting feature primitives that characterize each image. We propose a handwritten 

numeral recognition system based on reduced features extraction and fuzzy 

membership functions, with the intention to find a minimal set of feature primitives 

without sacrificing the recognition rate. We first perform preprocessing of smoothing 

and thinning to obtain a skeleton for each image. For each skeleton, the following 

feature points are detected: terminal, intersection, and directional. We then extract the 

following five feature primitives for each skeleton: loop, horizontal, vertical, C-like 

curve, and D-like curve. Two fuzzy S-functions are used as membership functions to 

estimate the likelihood of these primitives being close to the top and to the bottom of 

the image. A tree-like classifier based on the feature primitives and fuzzy 

memberships is then applied to recognize the numerals. Handwritten numerals in 

NIST Special Database 19 are recognized with 88.72% correct rate. 



 

Keyword: Handwritten Numeral Recognition, Pattern Recognition, Features 

Extraction, Fuzzy Membership Function 

 

1. Introduction 

 

With numerous potential commercial applications, handwritten character recognition has 

been an active research field. With miscellaneous cultural backgrounds and extensive 

varieties of individual writing styles, the same character could be written in many forms and 

outlines. Suen et. al. [18] observed that when ordinary people read an incomplete handwritten 

article, even after training, their error rate of recognition with regard to article contents is still 

about 4%. It is rather difficult for anyone to write the same character several times without 

any change. These all demonstrate the difficulty in handwritten character recognition. In this 

paper, we narrow down the problem to handwritten numeral recognition. 

 

The handwritten numeral recognition problem has been studied from syntactic 

recognition [1], neural networks [2,10], structural classification [2,5,6,8,12], coding [5,17], 

fuzzy logic [11,17], etc. Recently, there is a trend of combining two recognition methods to 

obtain better recognition rate [19,22]. Among the above methodologies, structural 



classification is the most usually used. It normally obtains the skeleton of each numeral first. 

Through detection of feature points, like terminal and turning points, it then decomposes each 

skeleton into several feature primitives. By the characteristics of these primitives and their 

relative positions, it finally classifies the numerals. In this methodology, the handwritten 

numeral recognition problem is reduced to: what are the effective feature primitives and how 

to utilize their characteristics and relative positions to recognize them. 

 

Siy and Chen [17] decomposed images of handwritten numerals into a set of fifteen 

feature primitives, which are of the following categories: (1) straight lines, including 

horizontal, vertical, positive slope, and negative slope, (2) circles, including plain circle and 

circle on the left, on the right, above and below, and (3) open arcs, including C-like, D-like, 

A-like, V-like, S-like, and Z-like. This decomposition was based on the detection of the 

following feature points: tips, corners, and junctions. To increase correct recognition rate, 

Malaviya and Peters [11] increased the number of feature primitives, and used multi-stage 

feature aggregation to describe each image using fuzzy rules. However, the more the number 

of feature primitives, the more the computational burden. 

 

We propose a feature extraction by a set of five feature primitives to classify handwritten 

numerals correctly without sacrificing the recognition rate. As far as we know, this is the 



minimal set of feature primitives in handwritten numeral recognition. We first integrate the 

smoothing algorithm of Hu et. al. [7] and the thinning algorithm of Datta and Parul [3] to 

obtain a skeleton for the bitmap image of each numeral. Feature points and paths proposed by 

Hu and Yan [6] are then detected for each skeleton. Following Nishiba and Mori [14], for 

each skeleton, we check continuously whether the current path and its concatenated path 

could be merged into one. After the above operations, we obtain several paths for each 

handwritten numeral. Each path is then classified into one of the following five feature 

primitives: loop, horizontal, vertical, C-like curve, and D-like curve. Two fuzzy S-functions 

are used as membership functions to estimate their likelihood of being close to the top and to 

the bottom of the image. Previous experiences in OCR [13] suggested that the recognition rate 

of characters would be low if only one of feature extraction and classification algorithm is 

used. We thus propose a tree-like classification based on characteristics of these feature points, 

primitives and membership functions.  

 

In Section 2, we will introduce the smoothing and thinning algorithms in the 

preprocessing. We then discuss skeleton decomposition in Section 3 with the illustration of 

feature points detection, path division, and feature primitive classification. The two fuzzy 

membership functions and the tree-like classifier are demonstrated in Section 4. In Section 5, 

the test database NIST Special Database 19 is introduced, and test result is compared with that 



of other research. Section 6 concludes and points out future research directions. 

 

2. Smoothing and Thinning 

 

To overcome unavoidable noise in digitized images, we adopt Hu et. al.’s algorithm [7] 

to smooth image boundaries and to compensate their stroke width. It first eliminate the short 

and extra spurs and fill in small holes. A stroke width compensation algorithm is then applied 

to ensure that the width of each horizontal and vertical stroke is larger than three pixels by 

filling pixels with large influence value.  

 

Image thinning should preserve connectivity and should not shorten skeletal legs. 

Thinning will save the amount of memory space in storing the image, and also simplify later 

processing. However, thinning itself is easy to distort the images, and has a direct impact on 

the recognition rate. Depending on whether pixels could be processed simultaneously, 

thinning algorithms are classified as: sequential or parallel [9]. Recent researches in this field 

focus on the parallel thinning algorithms. We choose Datta and Parul’s thinning algorithm [3] 

to transform the smoothed bitmap image of handwritten numerals into a skeleton. This 

algorithm is fast and stable, ensures one-pixel wide result, and preserves the connectivity. 

Figure 1 displays the five templates for determining whether one point could be eliminated.  



 
Figure 1: Templates for Thinning Algorithm 

 

By checking neighboring pixels, when a point P satisfies any of the following conditions, P’s 

elimination will destroy the original connectivity of the image: 

 

(1) P satisfies template (a) and (( p2 =0 and p3 =1) or (p7=0 and p8=1)) 

(2) P satisfies template (b) and (( p4 =0 and p1 =1) or (p5=0 and p3=1)) 

(3) P satisfies template (c) and (( p2 =0 and p6 =1) or (p7=0 and p6=1)) 

(4) P satisfies template (d) and (( p4 =0 and p6 =1) or (p5=0 and p8=1)) 

(5) P satisfies template (e) and p1+p2+p3+p4+p5+p6+p7+p8 <= 1 

 

The thinning algorithm iteratively eliminates points satisfying conditions (1) to (4), until no 

more points could be eliminated. After smoothing and thinning, we obtain a one-pixel wide 

skeleton for each image. 

 

3. Skeleton Decomposition 

 



We adopt the structural approach [4] to decompose images into several simple feature 

primitives and then reconstruct these primitives for later processing. We first detect the 

skeleton’s feature points that reflect a change of characteristics, like change of directions or 

termination of a stroke. From these feature points, we decompose the skeleton into a set of 

feature primitives. Siy and Chen [17] proposed the set of fifteen sufficient primitives in 

Figure 2 for handwritten numeral recognitions. The number of their primitives is large, which 

increases the computational burden. We instead propose in Section 3.3 a set of five feature 

primitives for the classification. 

Figure 2: Sufficient Feature Primitives for Handwritten Numeral Recognition  

 

3.1.  Detection of Feature Points 

 

We follow Hu and Yan’s algorithm [6] to find a set of feature points, which will be used 

for skeleton decomposition in the next subsection. The definitions of these feature points are 

as follows: 

Definition: T (terminal) points are the points with exactly one black neighbor among 

their 8 neighbors. I (intersection) points are those points with more than or equal to two 



black points among their 8 neighbors. A path is a sequence of continuous black points, 

where both its starting point and ending point being a T or I point. D (directional) points 

are those points that change directions in either x-axis or y-axis in a path. 

 

Note that we no longer detect the bending points in Hu and Yan’s algorithm to speed up the 

algorithm. Figure 3 shows the modified steps in the detection of these feature points: Starting 

from the left upper corner of the skeleton, we calculate for all the black points, from left to 

right, and then from top to bottom, the number of black points among their eight neighbors to 

determine the set of all T and I points. Then for each T point, we find all the D points in its 

path until another T or I point is met. Similarly, for each I point, we find all the D points in its 

path until another T or I point is met. Figure 4 demonstrates the resulting paths for a skeleton 

 

of an image of ‘2’. 

Figure 3: Detection of Feature Points 



  

 

.2.  Merging of the Paths 

le proposed by Nishida and Mori [14] to decide whether two 

onnecting paths could be merged. Figure 5 demonstrates how to use the rule as follows:  
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We follow the right-hand ru

Figure 4: Feature Points of an “2”

Figure 5: Right-hand Rule of Path Merging

c



Suppose a and b are two connecting paths, and P is the intersection point of a and b. Let 

Pa and Pb be points sufficiently close to P such that Pa and Pb are contained in only a and only 

b, re

 

The merg all its paths 

om left to right and st path continuously whether the 

curre

spectively. Let (xp, yp), (xa, ya), and (xb, yb) be the coordinates of P, Pa, and Pb, 

respectively. If ∆(a, b) = 1, then these two paths could be merged as one, using a’s starting 

point as its starting point, and b’s ending point as its ending point.  

ing algorithm is shown in Figure 6. For each skeleton, we number 

Figure 6: The Path-Merging Algorithm

fr from top to bottom. We test from its fir

nt path and its concatenated path could be merged according to right-hand rule. Those 

checked paths are marked during this process. Then we continue from the ending point of all 

paths of the skeleton to test those unmarked paths. According to this merging algorithm, the 

skeleton in Figure 5 could be decomposed into primitives similar to D, OL, and H in Figure 2.  



3.3.  Feature Primitive Classification 

 

After the detection of feature points and merging of paths, each skeleton is decomposed 

to several paths. Let the x-coordinates and y-coordinates of all points in a skeleton be 

boun

nvestigating their characteristics. If 

the starting point and ending point of a path are the same, then this path is classified a ‘loop’. 

For 

in

ded by Xmin, Xmax, and Ymin, Ymax, respectively. We eliminate those unhelpful paths, like 

those short paths with length less than 0.3*(Ymax – Ymin).  

 

We then classify these paths into five primitives by i

the rest non-loop paths, we first classify them into lines or curves. The distance d(P,L) 

between a point P and a straight line L is defined as the minimal of the distances d(P,P’) 

between P and all points P’ in L. We then define the distance between a path and a straight 

line L as the maximal of the distances d(P,L) between L and all points P in the path. For each 

path, we find its closest straight line L by applying the least squares method [16] using the 

above distance definition. Suppose their distance is ε1, and the length between their two 

intersecting points is ε2. Let R be the ratio of ε1 and ε2,, and RT be a predefined threshold. For 

each non-loop path, if its R is greater than RT, meaning the path’s vertical variation over 

horizontal variation is larger than the threshold, then we classify it as a curve. Otherwise, we 

classify it as a line. 



 

We classify a line into a vertical or a horizontal by checking the angle between the line 

d the x-axis. If the angle is less than a predefined threshold θT, then we classify the line as a 

horiz

to the relative positions of feature primitives, we 

ormalize the image to the same size. As in Section 3.3, let the x-coordinates and 

y-co

Using ike the one in 

an

ontal. Otherwise, it is classified as a vertical. For curves, we classify them into C-like or 

D-like curves by checking the x-coordinates of its starting and ending points. If the starting 

and ending points are both in the right hand side of the D-point of the curve, then it is 

classified as a C-like curve. Otherwise, it is classified as a D-like curve. 

 

4. Tree-like Classification 

 

Before our investigation in

n

ordinates of all points in a skeleton be bounded by Xmin, Xmax, and Ymin, Ymax. The 

height and width of the skeleton are (Ymax  - Ymin) and (Xmax  - Xmin), respectively. The 

coordinates (X, Y) of the starting and ending points of the primitives would then be 

normalized to be within [0,1] by the following formulae: 

Xn = (X – Xmin) / (Xmax – Xmin)   and  Yn= (Y – Ymin)/ (Ymax – Ymin) 

 

 the above normalized coordinates, we then train two S-functions l



Figure 7 as the fuzzy membership functions to de rmine the likelihood of a point being close 

to th

 

 

 

The mechanism works as follows: We scan the skeleton from left to right, and 

then from top to botto a T-point is found, then its 

asso

te

e top and the bottom of the skeleton. By averaging the values of above membership 

functions for the starting and ending points of a primitive, we estimate how close is the 

primitive to the top and the bottom of the image.  

We utilize th ure 8 to classify the images, where ‘o’ represents

the loop, ‘-‘ the horizontal, ‘ ’ the D-like curve, and ‘φ’ 

no p

e tree-like classifier in Fig

︱’ the vertical, ‘（‘ the C-like curve, ‘）

Figure 7: Fuzzy Membership Function

Figure 8:  The Tree-like Classifier 

rimitives found.  

m, to find the first T-point. If 

ciated primitive must belong to one of the following four: ‘（‘, ‘）’, ‘︱’, and ‘-‘. 



Otherwise, we assign loop ‘o’ as its associated primitive. According to the above 

primitive, we classify the image into the first layer nodes. For first layer nodes with 

more than three digits, we classify them according to the next connecting primitive to 

obtain the second layer nodes. For end nodes with one digit, the classification finishes. 

For end nodes with two or three digits, the notation node(d1, d2) denotes the node with 

digits d1 and d2, and node(d1,d2,d3) the node with digits d1, d2, and d3. We use the 

following method to further classify them: 

node(8,0): If we could find more than one ‘o’ primitive, the image is classified as ‘8’. 

Otherwise, it is classified as ‘0’. 

. 

node(7,0): If ‘）’ is close to the bottom, then it is classified as ‘7’. Otherwise, it is 

classified as ‘0’. 

node(6,3): If the second ‘）’ is close to the bottom, then it is classified as ‘6’. Otherwise, it 

is classified as ‘3’

node(2,7): If ‘-’ is close to the bottom, then it is classified as ‘7’. Otherwise, it is 

classified as ‘2’. 

node(4,3): If ‘）’ is close to the top, then it is classified as ‘3’. Otherwise, it is classified as 

‘4’. 

node(6,0): If ‘（’ is close to the top, then it is classified as ‘0’. Otherwise, it is classified as 

‘6’. 



node(2,8,6): If the middle point of primitive ‘o’ is close to the top, then it is classified as 

‘2’. Otherwise, if the I-point is in the central location of the image, then it is 

node(4,9): 

assified as ‘6’. 

5. Experimental Results 

 

 use to test our system are from NIST (National Institute of 

Standards and Technology) Special Database 19 [15]. It collected 810,000 handwritten 

chara

classified as ‘8’. Otherwise, it is classified as ‘6’. 

If ‘（’ is close to the bottom, then it is classified as ‘4’. Otherwise, it is 

classified as ‘9’. 

node(9,6): If the middle point of ‘o’ is close to the top, then it is classified as ‘9’. 

Otherwise, it is cl

node(4,5): If ‘）’ is close to the top, then it is classified as ‘4’. Otherwise, it is classified as 

‘5’. 

 

The handwritten numerals we

cters enclosed in forms of 3,600 people. Each character was scanned in 300 dpi 

resolutions to obtain a 128*128 bitmap image. The number of handwritten numerals in it is 

60,089. We use 5,000 skeletons as our training set to obtain the values for the thresholds RT  

and θT , and the parameters a, b, c of the two S-functions with best classification result. 

 



We compute the following performance parameters: (1) Correct rate: the ratio of the 

number of correctly classified numerals and the number of tested numerals. (2) Error rate: the 

ratio

cognition Result Compared with That of Hu and Yan 

 of the number of wrongly classified numerals and the number of tested numerals. (3) 

Rejected rate: the ratio of the number of unclassifiable numerals and the number of tested 

numerals. (4) Reliability: the ratio of correct rate and the sum of correct rate and error rate. 

Table 1 demonstrates our result for each digit, compared with that of Hu and Yan [6]. Note 

that Hu and Yan used a different database, NIST Special Database 3, with only 20,852 images 

of handwritten numerals. 

 

Table 1: Our Re

Numeral Correct rate(%) Error rate(%) Rejected rate(%) Reliability(%) 

0 91.62 6.76 1.41 93.13 

1 92.56 7.27 0.17 92.72 

2 87.78 11.26 0.96 88.63 

3 82.33 13.46 2.56 84.49 

4 85.16 7.48 1.38 85.48 

5 91.54 7.77 0.98 92.45 

6 90.47 5.97 1.76 92.09 

7 90.67 9.71 3.36 93.82 

8 88.25 8.78 2.04 90.09 

9 86.78 9.36 4.44 90.81 

Total (our) 88.72 9.36 1.91 90.37 

Total (Hu and Yan) 88.79 0.25 10.96 99.72 

 



Even though the number of primitives is reduced from Siy and Chen’s fifteen to five, our 

correct rate is only a little lower than that of Hu and Yan. The fuzzy closeness of primitives to 

the top or the bottom from our membership functions helps in the final classification for the 

choice among two or three digits. Because the number of final primitives is few, our rejected 

rate is low. That caused our error rate higher than that of Hu and Yan. On the other hand, with 

a higher rejected rate, Hu and Yan’s error rate is lower.  

 

6. Conclusions 

We designed and implemented a tree-like classifier for handwritten numeral recognition 

based on reduced feature primitives and fuzzy memberships. We integrated the smoothing 

algorithm of Hu et. al. and the thinning algorithm of Datta and Parul to obtain a skeleton for 

each image. Hu and Yan’s algorithm was then applied to catch feature points of each skeleton 

and to decompose it into several paths. Nishida and Mori’s right-hand rule is then checked to 

merge these paths. We classified the resulting paths into a set of five feature primitives. As far 

as we know, this number of feature primitives is minimal. Two S-functions were then applied 

to these primitives to estimate their likelihood of being close to the top and bottom of the 

image. Finally, a tree-like classifier is utilized to classify these numerals based on the feature 

points, feature primitives, and membership functions. Handwritten numerals in NIST Special 

Database 19 are recognized by our system with 88.72% correct rate. 



     

The following are some future research ideas: Our training to obtain the parameters in 

the t
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