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Abstract

Due to the improvement of the computer networks, it becomes more popular to stream video from the
server to clients over Internet. To offer more convenient and flexible services to more users, the proxy-
based service architecture should be adopted in video transmission over Internet. However, many control
schemes, e.g., the cache scheme, that are currently adopted in the web proxy should be modified because
of the characteristics of videos, such as the larger size and the real time concern. In this paper, we propose
a layered cache scheme and a replacement scheme for video proxy, where clients can specify the quality
of the requested video. To meet the QoS concern, delay factor is considered in our cache scheme to
reduce the waiting time at the client side, and a corresponding cache scheme that does caching according
to a media’s deserved storage size is devised.
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Figure 1. The role of the proxy on the Internet.

1. Introduction

With the dramatic growth of Internet in these years, we can access information resources at any node
of Internet, of which the geographical location may be far away from us. The more dependence on
Internet, however, has made servers suffering a significant overload on providing their services. Hence,
when more and more people are trying to fetch their desiring data on Internet, the waiting time would be
also longer because of the network’s congestion. The proxy architecture is one of the main solutions to
solve the problem. A proxy that is closer to the client can cache recently and frequently accessed data in
its storage. When the user nearby tries to access these data, the data will be transmitted from the proxy
if they are available in the storage of the proxy. The proxy-based service architecture not only provides
faster data transmission to the client, but also reduce the load of the origin server.

Recently, because of the development of the high-bandwidth network connection, users can enjoy
video and audio services through Internet. However, existing proxy’s caching schemes are mainly de-
signed for traditional web data, such as images and texts [1, 2, 3, 4, 5, 6, 7]. Many algorithms, such as
LRU, LFU, and LRFU, were developed to make a better use of the proxy storage. However, for the large
size of video media, if the traditional caching and replacement schemes are used, the storage of a proxy
will be exhausted by just a few video objects very soon. Thus, the traditional LRU, LFU, and LRFU
techniques and the corresponding cache schemes are not suitable for the construction of a video proxy
over Internet.

Major concerns that are taken into consideration for the caching and replacement in a web proxy
are the requesting frequency, requesting recency, and the size of the object. Due to the different char-
acteristics of the video proxy, e.g., large size and the real-time requirement, other concerns should be
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considered to make the multimedia proxy more efficient [8, 9, 10, 11, 12] . In [8], the author proposed
that the proxy stores initial frames of popular clips due to the unpredictable delay, throughput, and loss
properties of Internet. The size of the video prefix depends on the performance of the path between the
server and the proxy. In the study of [12], the proxy stores a portion of a media stream or an entire stream
according to the popularity of the stream. In [10], some proposed heuristics are used to determine which
video and which layers in the videos should be cached when delivering layered video using caches.

In summary, the “popularity” concern is considered as an important factor for caching continuous
media in proxy. Since the current Internet is best-effort-based, many adaptive flow control schemes
are proposed to achieve some QoS requirements. The media layering technique is usually adopted to
achieve adaptive flow control. Using the media layering technique, a video stream is divided into many
layers. For example, an MPEG stream is divided into 4 layers, in which the base layer contains I frames,
one enhancement layer contains P frames, and B frames are divided into two other enhancement layers.
Using the media layering technique and the adaptive flow control scheme, when the network is not
congested, all 4 layers are transmitted; when the network is becoming congested, some enhancement
layers are gradually dropped. On the contrary, when the network is becoming less congested, some
enhancement layers can be transmitted again to have a higher quality’s presentation. Moreover, in some
multimedia applications, e.g., Video-On-Demand systems, the media server can choose which layers
to deliver according to their priorities, or control the number of the layers to be delivered according to
end users’ different QoS requirements. Thus, a video proxy that is devised for dealing with layer media
should have different concerns in caching and replacement.

In this paper, we propose a caching scheme for continuous layered media using a weighted value
considering some related factors, such as the most popular layers, the corresponding size of the layered
video, and the delay time from the origin server to the proxy of each video, which enable the client to
reduce the waiting time when requesting a playback of video. Our method can also utilize the storage
capacity of the proxy to stretch the length of the playback time from the proxy and thus the load of the
origin server can be significantly reduced.

The rest of this paper is organized as follows. In Section 2, details of our caching scheme is introduced.
In Section 3, the performance evaluation of the proposed caching scheme is presented. In Section 4,
conclusion remarks are given.

2. The Layered Cache Scheme Considering Delay-Sensitive and Popularity Fac-
tors

In this Section, the proposed layered cache scheme is introduced.
2.1 Popularity of a Video Media

Because of the limited storage of the proxy and the large size of the video media, we cannot store the
complete file of a video object in the proxy with their entire length. To provide efficient services that
are adaptive to most users’ request preferences, caching and replacement within the proxy must be done
according to media’s popularity. Traditional web caching defines the popularity of an object according
to its access recency. But, the access recency is not suitable as the popularity definition for video media
because the video media has longer playout time length and users may not watch them, e.g., a 90-minute
movie, completely every time. Thus, the popularity definition for a video media is based on the total



amount of playback time that all users have done during a specific time period, e.g., an hour, a day, or a
week.

Therefore, the popularity of video media should be based on its access degree [9, 11, 12]. The proxy
periodically measures the playback time of each specific video. Based on the historic statistics of a given
time interval, we define the PLAY T IM E; ; represents the playback time of video ¢ played by client j
in a time unit, where a time unit could be hour, day, etc. Thus the total playback time of a video ¢ from
all M clients in a time unit is the summation of PLAYTIME; ; for different j values, and we can also
use this value as the popularity of video 7 :

M
Pop; = Z PLAYTIME; ; (1)
j=1

Let’s consider the environment that the service provider can offer differentiated qualities to users. Due
to various kinds of video contents in the proxy, such as news clips, advertisement videos, and movies, the
user may want to decide the playback quality to his preference when making a request of some videos.
For example, when the user makes a pre-view request of a news clip from the server, he may not want to
have the full quality of that news clip because reducing the playback quality can also reduce the startup
latency and hence he can have a pre-view much faster. When the user decides to have a request of the
complete movie video, he will want to have the full quality stream of that video to enjoy the sound and
light effects of that movie.

With the illustrated video service scenario described above, if we cache the video based on its pop-
ularity given in Formula (1), the proxy will store all layers of each video. As a result, for the videos
that users usually make requests with lower qualities, there will be many redundant layers stored in the
proxy. For example, if a news clip that consists of 4 layers is usually requested with 2 layers, the other 2
layers seem useless, but they still reside in the proxy’s storage. Assuming that each layer of the video has
the same size, if there is 40% of layers stored in the proxy are rarely used, the layers that actually work
in the proxy is just about 60%. It implies that the hit-rate of the proxy could be efficiently improved if
we replace the useless layers with the useful and the potentially popular ones.

In our method, we will cache the most popular layers of the video in the proxy. The most popular
layers mean those media layers that are requested by users most often. Let a video have 4 layers. If the
requested number of the four types, 1-layer (layerl only), 2-layer (layers 1+2), 3-layer (layers 1+2+3),
and 4-layer (layers 1+2+3+4), are 20, 65, 30, and 5, respectively in a specific time interval, we will cache
layerl and layer2 of that video because there are more than 50% of the users requesting for layerl and
layer2 of that video. Thus, for each video i, we use poplayer; to represent the “most popular layers ” of
the video and use the representation size;(poplayer;) as the size of video ¢ when it’s cached in the proxy
with its most popular layers.

Based on the above two parameters, i.e., the popularity of the layered media and the more popular
layers, we can define a weighted value to calculate the storage size that a layered video can reside in a
proxy when it is cachable. The weighted value of layered video 7 is as follows:

Pop;

Wi = )

size;(poplayer;)



2.2 The Delay-Sensitive Factor

Let two video clips V; and V; have similar popularities and the weighted value of V; be a little bit
larger than that of V};, but the geographical position of the origin server of V; be so far away from the
proxy server and therefore the response time is much longer than that of V;. Under the circumstance,
the origin server of V; is relatively much closer to the proxy server. When V; is requested by a client, it
can be streamed from the origin server to the proxy in time because it’s just nearby. Thus, V; should be
given more cache capacity because of its longer response time even though its popularity value is not
larger. It means that it is more valuable if we cache a video clip with longer response time (delay time).

With the consideration of the delay factor, we define a new weighted value with delay-sensitive factor
D;, which determines the delay time of video ¢ when it is fetched from the origin server. The weighted
value with the delay-sensitive factor dW is as follows:

D; - Pop;
size;(poplayer;)

dW; = 3)

where dW; is the weighted value of video ¢ with the delay-sensitive factor, D; is the delay time of
video 7 from its video server to the proxy, Pop; is the popularity of video i, and size;(poplayer;) is the
size of video 7 when it is cached in the proxy with its most popular layers.

2.3 The Caching Scheme

Let the deserved storage size of video m be dC’,,, where m must be in the descending sequence of the
weighted value, dW,,,. Based on the weighted value with the delay-sensitive factor dI¥; that is given in
Formula (3), dC,, is derived as follows:

m—1 d .
dC,, = min{(C — 3" dC,) x ZLV_I ; stze (poplayery,) } 4)
p=1 dw — > dW,
q=1

where C' is the total capacity of the cache storage, and dIV is the summation of all video’s weighted
values, i.e., dW = > dw; .

After the value olf éach dC,, is known, the proxy begins to cache videos according to their deserved
storage size. Since a video stream may be very large, e.g., 400MB, it may be divided into many segments.
For example, one segment contains 1MB. To ensure that the cached streams of the cached layers can
be played well, the caching sequence is from layer 1 to x and from segment 1 to y, which is depicted
in Figure 2. In Figure 2, the number of the most popular layers of the video is 3, which means layerl,
layer2, and layer3 of the video will be cached in the proxy. When the video is going to be cached
into the proxy’s storage, the cache process should be as follows: layerl of segmentationl, layer2 of
segmentationl, layer3 of segmentationl, then, layerl of segmentatin2, layer2 of segmentation2, layer3
of segmentation2, and so on. This process continues until the summation of all cached segmentations is
equal to the deserved storage size of the video clip.
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Figure 2. The caching scheme of the layered media.

3. Performance Evaluation

In our cache scheme, only the most popular layers of a video are cached in the proxy. The caching
precedence and the deserved storage size of each video is based on weighted values, which are calculated
with the formula introduced in Section 2. We compare our cache scheme with the original popularity-
based cache scheme, which caches a media with all layers according to its popularity. We mainly use
Byte Hit Rate (BHR) to measure the performances of our proposed layered cache scheme (LC), and the
popularity-based cache scheme (PC). In addition, the comparison on each video’s playback time cached
in the proxy and the waiting time at the client side will also be depicted.

Parameters of our simulation environment are as follows. Let there be 250 video objects in the proxy,
and their sizes be from 400MB to 650 MB. Each video are layered into 5 layered streams. The processing
time of the simulation is the duration of 10000 requests by users, and the popularity distribution is
conformed to Zipf distribution with the parameter equals 0.6 [13]. The response time (delay) of the
origin server is from 100ms to 5000 ms.

3.1 Playback Length of the Video Cached in the Proxy

In Figure 3, the ratio of the total cached playback length of LC and PC are shown. The layered cache
scheme caches videos according to their deserved sizes calculated using the weighted function depicted
in Formula (4) of Section 2. Using LC, since the proxy only caches the most popular layers of the video,
the playback lengths of videos using LC are longer than those using PC. In Figure 3, we can see the total
playback lengths using LC are about 58 to 86 percent longer than those using PC, but this does not mean
that the cached playback length of each video using LC is always longer than that using PC. There may
be some exceptions because the weighted function in LC also takes the delay factor into consideration,
whereas the PC does not. Therefore, if a video’s delay factor is relatively small when comparing with
the others, the weighted value of the video will also be relatively smaller than that without considering
the delay factor. Thus, the corresponding deserved storage size of the video will also be smaller, and so
will the playback length of the video. It is the reason that the playback lengths of videos using LC are
not always longer than those using PC.
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Figure 3. The ratio of the total playback length cached in the proxy of LC and PC, according to
different cache sizes.

3.2 Byte Hit Rate (BHR)

First let’s see the effect on BHR of a single object cached in the proxy. The main difference between
the layered cache scheme and the traditional popularity-based caching scheme is that the former only
caches the most popular layers of a video, while the later caches all layers of a video. It means that given
the same storage size, the layered cache scheme can have the proxy provide longer playback length than
the cache scheme that caches all layers. However, some tradeoffs may occur. Considering the following
case. The number of the most popular layers of a video is 3, with 50% of all requests. Thus, using the
proposed layered cache scheme, the proxy will cache layer 1, layer 2, and layer 3. When users request
layerl, layer2, or layer3 quality of the video, there will be byte hit in the proxy; but when some users
request for layer4 quality, for example, 10% of all requests, then the BHR will decrease because the
proxy doesn’t cache layer4 in the proxy. On the contrary, the traditional popularity-based cache scheme
caches all layers of a video, therefore, the BHR in the case will not decrease if the user’s playback time is
not long. Hence, if the user plays a video for very short time, the BHR of the traditional cache scheme is
better; but for normal playback time, because the layered cache scheme can satisfy most of the requests
with longer playback time, the BHR is better than that of the traditional polarity-based cache scheme.

Figure 4 shows the BHRs of using the two schemes. Figure 4 shows the BHR of a single video object
cached in the proxy according to the average playtime of that video from the client. The video is divided
into 4 layers, and the most popular layer is set as 2. The “p(L2)” in Figure 4 denotes the percentage
of the requests that preferring layer2 quality. For example, in datal and data2, 50% of the requests
are set to acquire layer2 quality. Other parameters in datal and data2 are set as follows: p(L1)=0.2,
p(L3)=p(L4)=0.15. Likely, in data3 and data4, p(L1)=0.25, p(L3)=0.25, p(L4)=0.2. From Figure 4,
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Figure 4. The BHR comparison of the two schemes for a single video.

we can observe that when the average playtime of the user is more than 100 seconds, the BHR of the
popularity-based cache scheme decrease significantly, and when playtime is more than 150 seconds,
the BHR of the layered cache scheme becomes better than that of popularity-based cache scheme. It
means that the BHR of the LC is more stable than that of the PC and thus LC is more suitable for users’
longer playtime of the video. Moreover, in Figure 4, we can also find that the curve of data2 and data4
are overlapped, whereas the curve of datal is above data3. It means that the variance of popularities
between layers does not affect the BHR of PC, but in LC, if the degree of popularity variance among
layers are larger, the BHR is better. The BHR of LC is better than PC in average.

In Figure 5, the BHRs of using LC and PC after the simulation of 10000 requests are depicted accord-
ing to the cache size of the proxy. From Figure 5, we find that LC performs 4% to 12% better than the
PC and hence the LC can efficiently reduce the load of the origin server. The result also conforms the
advantage of LC depicted in Figure 4.

3.3 Waiting Time after 10000 Requests

In the weighted function depicted in Formula (3) of Section 2, we consider the waiting time (delay
factor) when requesting a video from the origin server. It means that using LC, the proxy would prefer
caching videos that have larger delay values because if a user requests this video and the video is not
cached in the proxy, the user needs to wait a longer time to receive the data transmitted from the origin
server.

Figure 6 shows the amount of waiting time using LC and using PC after 10000 requests, in which the
cache size is from 10 GB to 70 GB. When the cache size is under S0GB, with the consideration of the
delay factor, the amount of waiting time in LC is relatively small comparing with PC. In Figure 6, we can
also observe that the value of waiting time in both schemes are very small when the cache size is above
50GB. It is because when the cache size is larger, the number of cachable videos will also increase. As
a result, the total waiting time will decrease because there are more videos cached in the proxy. In the
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Figure 5. The BHR of the two schemes through our simulation.

simulation, the LC works much better than PC does when the cache size is small.

4. Conclusion

The cache technique, which stores the frequently accessed data in the proxy can significantly reduce
the load of the origin server and the startup latency at the client side. Existing Web caching techniques,
such as LRU and LFU, are object-level caching which is suitable for the caching of text and image files,
and can not work well for dealing with continuous media.

The popularity-based cache is hence developed to do the caching of continuous media files. In this
paper, the layered cache scheme is proposed to handle the caching of layered media. In the layered
cache scheme, only the most popular layers of a video are cached, and the deserved storage size of the
video is calculated from the weighted function, which combines three factors: delay factor, popularity
of the video, and the size of the video when it is cached with its most popular layers. Through the simu-
lations, we have evaluated the performance of the layered cache scheme. When the proposed scheme is
compared with the traditional popularity-based cache scheme, we find that the the layered cache scheme
works better than the popularity-based cache scheme in all experiments: BHR, playback length cached
in the proxy, and the waiting time at the client side.
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