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ABSTRACT

We discuss about problems which occur during the nego-
tiation process of multi-agent systems (MASs). In the
MASs, agents may have different skills and expertise to
solve problems. The negotiation process begins when con-
flicts occur during the cooperation of agents. We propose
an approach for choosing a solution among different solu-
tions provided by different agents. Our approach uses a hi-
erarchy to represent the reason and its weight associated to
it. This paper presents solving the problems of negotiation
in MASs by using dynamic negotiation architecture. There
are two weights proposed in this paper. They are the task
weight and the property weight. These two weights help us
make decision about taking a solution from the conflict
solutions. A task hierarchy and a property hierarchy are
used for the calculation of these two weights.

1. INTRODUCTION

A multi-agent system (MAS) may have agents which are
across multiple disciplines. There may be conflicts in the
solutions provided by these agents from different domains.
With these conflicts, the solutions from these agents be-
come unable to apply to solve problems, and usually we do
not know how to make decisions between these solutions.
If they can cooperatively solve problems and resolve con-
flicts by negotiation, it would be of great help for solving
complex problems. In this paper, we discuss the negotia-
tion issues in the cooperation. To resolve conflicts, we pro-
pose a negotiation approach in this paper.

In this paper, we propose to use a hierarchy containing dif-
ferent information to help solve the negotiation problems
of the multi-agent system. The main idea is that, two
weights are used for the decision making process. These
two weights are the task weight and the property weight,
which are calculated from the task hierarchy and the prop-
erty hierarchy.

In designing our method, we keep in mind what Lesser
proposed as the three key principles that can be used in
building multi-agent systems [1] --- the criteria for per-
formance, the flexibility of resources, and the efficient co-
operation method.

In Section 2, we survey the cooperation and negotiation
approaches from other papers. In Section 3, we propose our

approach for negotiation and give a comparison between
our approach and others. In Section 4, a manufacturing
system, which uses a multi-agent system as its underlying
architecture, is presented as the examples of our approach.
In Section 5, we give a conclusion.

2.NEGOTIATION ISSUESIN AGENTS

The main principle of conflict resolution is by negotiation.
The meaning of negotiation isto change the primitive plan,
task allocation and resource allocation by communication.
It is a method of solving conflict in the situation of coop-
eration [13]. An agent only has local view, and there may
be a limit in resources and skills. It causes a conflict when
agents have different actions on common things. For ex-
ample, the expert of forestry recommends a forest on travel
for your health. However, another expert of education sug-
gests you to a museum for get knowledge. There is not a
fault in the two experts, but who should we agree it? Thus,
it should be a negotiation to make decision. Negotiation is
needed in the follow situations[2,3].

1. Agents have different opinions among them.
Agents want the same resource simultaneous.
Agents have the different goals of some phases.

Agents does not know why others intention.
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The cost of solving conflict is higher than solving
problem.

6. An agent opposes the behavior of another and de-
mands a concession of competitor.

There are many methods of negotiation published by others.
For instance, Robinson [4] believed that negotiation is a
part of specification. A negotiation knowledge should be
used it for bargaining. It gives the value of satisfaction
from 0 to 100% with reference to each suggestion of agent.
Tan, et . [5] aso proposed to regulate arange of value for
requirements and preferences of customers and finish the
conflict detection and conflict resolution by referring to the
range of value and then use it in concurrent engineering.
Kakehi, et al.[6] proposed to solve conflict by a negotiation
protocol. They establish a protocol of negotiation to solve
the conflict of common resources. When an agent finds a
conflict with another, they will get into negotiation process.
If the resource of their conflict is a reusable resource, the
agent informs another about his intentions by sending mes-



sages and to finish their actions in a compatible method.
However, If the resource of their conflict is a consumable
resource, they try to search a replacement of the resource.
When they find the replacement, the original finder con-
cedes the original resource and to get it. If they cannot find
a replacement by themselves, they search replacement for
competitor. If they find it, the competitor has to yield the
original resource and they all finish their tasks. If they can-
not find any replacement, it will make decision by tossing a
coin. Krovi [3] proposed a virtual negotiation environment
each kind of restriction and show their strategy is effec-
tively by simulate method. Hu, et al. [ 7] proposed to estab-
lish a blackboard. When an agent has questions, it posts
message in blackboard to inquiry other agents. Then other
agents post their suggestions. After the sender sort sugges-
tions, it selects the best and reply to blackboard. Other
agents also reply approval or the reason of disapproval.

Among the methods of negotiation that are proposed by
researchers, we focus on the following structures [8,9]:

1. an arbitrator making decisions after negotiation
between agents,

2. al agents participating in negotiate directly with
each other,

3. an environment like blackboard to help agents in
negotiation.

It is a problem that who the leader is in the cooperation in
multi-agent. We have surveyed two methods. The first is a
constant leader, who is responsible for receiving tasks and
distribute it to other agents. The advantage is its simplicity,
but the disadvantage is that the leader has much more
workload. If the leader breakdown, all systems will shut
down together. The second is that each of agents has the
ability to become a leader. They can receive great task and
find other agents to help finish it. Each agent knows the
speciaty of other agents. The advantage of this type is that
it conquers the shortcoming of first type. It distributes the
workload of single leader. When an agent breaks down,
there are other agents to replace it. The complexity is the
disadvantage of the second type. Because every agent can
be a leader, it should have much information about others
in each agent and they must have ability of assigning work
to others.

In our research, we have two kinds of agents that are active
agents and passive agents. The active agent has data about
specialty of others, and there is a task hierarchy in the ac-
tive agent. The concept of task hierarchy contains the spe-
ciaty of each agent in the environment and the different
weight of agent when executing different tasks. When a
new agent is added in this environment, all active agents
can reload the information of the task hierarchy simultane-
oudly. The passive agent cannot be a leader. Therefore, it
cannot find others to give a service actively. It only
provides help to user or other agents. This agent is the
same as a genera passive agent mentioned in [10]. The
detailed discussion will be presented in the next section.

3. SOLVING PROBLEMS OF NEGOTIATION

In our daily life, we might resolve conflicts using the fol-

lowing approaches: vote, determined by a chairman,
drawing, taking turns. In the same idea, we integrate these
approaches to propose our approach. We use a task weight
to denote the social position of agents. The social position
means the priority of roles in the environment. When there
are many agents in an environment, we use this informa-
tion to know which has higher status and which has not.
The task weight of an agent is dynamic and changes with
different tasks. When we construct each agent in the multi-
agent system, we construct a hierarchy according to their
abilities and their skills. The information, rules, etc., eve-
rything in its mental state, which involves with the behav-
ior of the agent, have a hierarchy. In different level of the
hierarchy, the weight, which we call it as property weight,
is different. The property weight dynamically changes with
the task, which the agent is taking, and the properties,
which are emphasis by the user in the task. We use task
weight and property weight to resolve the conflicts.

If we want to solve the problems of negotiation, it must
have the negotiation knowledge. An important part of ne-
gotiation knowledge come from requirements analysis. In
this paper, we propose another important part of negotia-
tion knowledge that comes from more information which is
represented as different hierarchies.

3.1 Task Hierarchy

Each agent is assigned a task weight, which is the result of
the analysis of requirements. Each agent plays arolein an
MAS. When the problem is cross multiple domains, the
cooperation of experts from different domains is needed.
The task weight is to determine the importance of an expert
of a specific domain to the task, which the MAS wants to
accomplish. With a higher task weight, the expert has a
higher social position and takes more important role com-
pare to an agent with alower task weight. The task weight
of an agent changes with different tasks.

We construct the agent task hierarchy according to the
agents, which can be achieved by the agents. There are
three levels in this hierarchy. The top level is task level,
which is a classification and an abstraction of the tasks,
which can be achieved by the MAS. The next level is the
sub-task level, which fulfills the detail parts of the abstract
tasks. The lowest level is the agent level, which denotes the
abilities of an agent. Asillustrated in the Fig.1.

task level

subtask
and agent level

agent level

Figure 1. Task hierarchy



In Fig.1, Task 1 is composed of sub-Task f and Sub-Task b.
Agent 5 has the ability to accomplish sub-Task f and to ac-
complish sub-Task a. Agent 2 has the ability to accomplish
Task 3. The middle level of this hierarchy can be partition
into more than one layer according to the functions of the
MAS. The agent at lower position on the hierarchy can ac-
complish the task or sub-task above it. From a task’s point
of view, an agent, which can accomplish the most amount
of the task’s sub-task or can accomplish the entire task, has
the highest task weight. To different task, every agent may
have different agent task weight.

We construct the task hierarchy by the assistance of human
expert. Human experts analyze the requirements of task
and sort them by their importance. Afterward, they arrange
the tasks and subtask a suitable node position. According
to the ability of the agents, give them a node position. We
can devise some works and access the ability of agent by
the result of how it does those works. We compare the re-
sult with our standard to judge the agent’s ability. The
standard comes from user requirements and the result of
human experts doing the work. According to the ability of
agent, we adjust its position of the hierarchy.

We construct the system according to the kind of tasks that
we can execute to establish the task level. Afterward, ac-
cording to those subtasks of the task or the agent has ability
about the task to construct the subtask in the agent level. In
the light of the relations is close to or not to establish the
task hierarchy in order. The last level of hierarchy is the
agent level in which an agent has functions about the task
of his upper layer. When we add new agent in this system,
he has ability to place it under those task according to the
new task or original task. If the distance between them is
shorter, that means the relation of them is close. Therefore,
after we finish the construction of the system, the task hier-
archy is fixed. Unless adding new agents or tasks, the task
hierarchy will not change. When we compute the task
weight of each agent, it is based on two essential factors.
One is about the task or subtask above the agent that we
give it the rate of weight. If we respect for the task or sub-
task, we give them higher weight. The other factor is the
distance between agent and the task. If the distance is
shorter, the weight is higher. The two factors decide the
weight of every agent.

Fig.2 shows an example of the task hierarchy. It contains a
task hierarchy of a traveling system and a manufacturing
system. The traveling system concerns about the trip’s pur-
pose, safety, and cost; whereas the manufacturing system
focuses on the cost and specification of a product.

3.2 Property Hierarchy

When we construct each agent, we construct a hierarchy
according to the abilities of each agent and the property hi-
erarchy. By “property”, we mean that is an entity of user
requirement, such as safety, cost, etc. Under the first level,
it is the category of behavior or information that may influ-
ence the property. It is the category level. Every category
will be constructed under the property that has some rela-
tion to each other. If the relation is weaker, the distance is
longer. The last level is the behavior or information of the
agent. It has some relation with the property or category of

its upper layer. The architecture is a property hierarchy of

agent.
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Figure 2. Example of the task hierarchy

Therefore, after constructing an agent, it completes its
property hierarchy at the same time. When executing an
agent, it will give all property different value of weight by
user’s respect. Afterward, we want to give each behavior
and information different weight, according to the shortest
distance between it and the property. We call this weight
the property weight. The different task may produce differ-
ent property weight. For the reason, the property weight is
able to change dynamically. It will influence the result of
agent negotiation.
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Figure 3. Property hierarchy of an agent

The node, which is of a high level, has higher position. The
hierarchy can also be aflat linking model. In the Fig.3, the
property level denotes for the property of the goa which
we want to accomplish. Like safety, free, efficiency and
simple, these are kinds of properties belong to certain goals.
The lowest level, the behavior and information level, of
this hierarchy denotes the behavior of an agent or the in-
formation provided by the knowledge base. The category
level isthe level of the state transition of the behavior and
information level to the property level. This level can rep-
resent as a single layer or multiple layers. In this hierarchy,
the behavior of an agent and the information provided by
the knowledge base is derived from the properties related
to the behavior or information in the hierarchy. The more
few nodes between the property and the behavior or infor-
mation, the more strongly property and the behavior or in-
formation are related. When our main interest is a specific
property, which is on the property level of this hierarchy,



the behavior and information related to this property is of
importance, which we denote as the property weight.

When we want to construct an agent, we should have to
construct the property hierarchy of the agent. We construct
the property hierarchy by the assistance of human expert.
Human experts analyze the ahilities of the agent and classi-
fy them. Afterward, they arrange the categories, behaviors
and information in a suitable node position. After using
this agent some times, we can change suitably the node
position by the results of test. The method of how does we
adjust its position that is alike as the method of the task hi-
erarchy.

We also alot different degree of importance to every level.
To distribute two states of finish tasks as follows. One is
the complete achievement and the other is the acceptable
achievement. The complete achievement means the consult
is completely conformed to the requirements of each agent.
Therefore, the output of consult does not need the process
of negotiation. At the same time, the acceptable achieve-
ment means that the result does not completely fit in with
the requirements of agents, but the part of accomplishment
is the most principal and the result is acceptable. It means
the method is a compromise. When its requirement does
not be accepted, it has some pointers to help to influence
the property weight. After changing property weight and
negotiation, the result may aso be fit with our require-
ments. In spite of the result of not completing to conform
to our requirement, it is acceptable. Thus, it can avoid
endless negotiation to find a complete solution that is not
existence.

To set the value of the property weight and the task weight,
we require the degree of interest to task and sub-tasks, and
the degree of interest to properties. The degree of interest
to task and sub-tasks is used to determine the value of the
task weight and the degree of interest to properties is used
to determine the value of the property weight. These values
become the basic value of the task hierarchy and the prop-
erty hierarchy. In these hierarchies, the nodes, which are far
away from the task and properties which are most interest-
ed by the user have lower weight than nodes which are
close to the task and properties.

After users input the values in their requirements, the val-
ues are processed by the method of pair-wise comparison
using eigenvalue and eigenvector [11,12]. These results be-
come the weights of the nodes in the hierarchy. When we
input any ratio of nodes that are different entities of user
requirements, this method can obtain some normalized
values that are the weights of nodes. The sum of those
normalized vaues is equa to 1. We base on these normal-
ized values to extend the weights to other nodes. Fig.4
shows the model of input analyzing using pare-wise com-
parison. The inputs are some values of nodes and the out-
puts are the weights of these nodes.

3.3 Negotiation Method

We use the task weight and property weight to make deci-
sions to choose a better solution. The task hierarchy and
the property hierarchy determine these two weights. We
give different proportion of power of determination to
agents with different task weights to finish a task.

Input Process Output
> > Specify the
Designation pair-wise welghting value
Task comparison of each node in
sub-task nodes

Figure 4. Input analysis using pair-wise comparison

Because those agents who deal with the task may have
conflict by different views, if it will select the suggestion
by their position, we will take the suggestion of the agent
of a high task weight. However, sometimes the agent of a
lower task weight proposes a suggestion that is important
for its view, and the agent of a higher task weight proposes
a suggestion that is not respected for its view. Therefore,
we should consider the property weight and the task weight
to make decision together to influence the result. The prop-
erty weight presents the respect degree of suggestion of
each agent proposed. Furthermore, if an agent insists on its
suggestion, it may increase the property weight by physical
situation. The physical situation means it is according to
information about “designation task”. There is some nego-
tiation knowledge to help to change the property weight.

When an agent, say the agent A, receives atask, which the
agent A cannot accomplish alone, the agent A will find
other agents to cooperate to accomplish this task and the
agent A will become the leading agent of this task. All
agents receive a part of this task from the leading agent and
accomplish the sub-tasks. After they accomplish their sub-
tasks, each agent checks the result of global integration of
their solutions. If there are conflicts occurring, the negotia-
tion process begins.

When an agent is not satisfied with the result of the global
solution, which has conflicts with the solution proposed by
this agent, this agent gives the property, by which its pro-
posa is made, to the leading agent and asks the leading
agent to reconsider about the solution. The leading agent
bases on the concept of “designation task” to change the
property weight of agents. Afterward, find the solution of
the maximum weight and output after all agents adopt it.
The meaning of all agents adopting it is when the behav-
iors of related agent check the solution and cannot find
conflict.

For an example, if there are two agents, say Agent 1 and
Agent 2, have conflicts in their solution. The proportion of
their task weight is Agent 1:Agent 2 = 5:3. Agent 1 gives
the proportion of property weights Solution 1: Solution 2 =
2:3. Agent 2 gives the proportion of property weight as
Solution 1: Solution 2 = 4:5.  We take the solution 1 be-
cause 5*2 + 5*4= 30 is greater then 3*3+3*5 =24. If Agent
2 refuses to accept the solution proposed by Agent 1,
Agent 2 has to provide the reason. In another word, Agent
2 should provide the behavior of conflict, then the leading
agent changes the property weight by the effect of the be-
havior and its property.



We can see from above, the agent with a small task weight
till has opportunity to determine the solution if this agent
has a great property weight. In other words, the solution
proposed by an agent with a great social does weight and a
small property weight, may be overthrow if there is an
agent, which does not agree with this solution and provides
areason. The reason is about that the solution does violate
some of properties, and those entities of user requirements
are important.

3.4 Negotiation Architecture

We proposed the architecture of negotiation, which is dif-
ferent to these architectures we survey in the previous sec-
tion. In our architecture, when there are conflicts, thereis a
leading agent to lead the process of negotiation. The lead-
ing agent negotiates with each agent, which has conflicts,
to understand the reasons of the conflicts and then the
leading agent makes a global assessment and adjusts the
global solution. Again, the leading agent asks other agents
if they are satisfied with the global solution or not. The
leading agent iterates the negotiation process. We use the
Fig.5 as an illustration. When the conflicts occur, the ne-
gotiation process begins. The leading agent will find out
agents which have conflict solutions and then negotiates
with these agents individualy to understand their reasons
to make conflict solutions. The leading agent collects the
reasons from these agents, which have conflict solutions,
and compares their weights and the reasons they provide to
make decision of which solution to take. If all agents agree
with the global solution, the negotiation process ends; oth-
erwise, the leading agent iterates the negotiation process.

This approach is similar to the approach of using a mod-
erator. Our approach is different from the approach of us-
ing a moderator in the way that the leading agent in our
approach considers about the ideas and reasons provide by
other agents and integrates these ideas and reasons to make
its decision but not to arbitrate. With different tasks, the
leading agent of our MAS is changeable, which makes our
approach more flexible.

To use this system, we have to use one of the agents, which
have the ability to become a leading agent, and input our
requirement (data). The leading agent analyzes the input
data and find out other agents to cooperate to carry out the
task. The task weights and the property weights are gained
after the data analysis. When conflicts occur, the leading
agent compares the weights and dynamically adjusts the
property weights to resolve conflicts and thus carry out the
given task. The sequence of user involvement can be de-
scribed as follows. First, the user enters the task request.
Afterward, the active agent becomes the leading agent of
this task. It will find other agents to help and the system
will propose some questions about detail requirement of
task. After the user answers the questions, the system will
arrange negotiation knowledge according to the answer.
The negotiation knowledge contains the task weight, the
property weight and the regulative standard about those
weights. We can adjust the property weight of agents by
referring to the regulative standard. The regulative standard
is the value that comes from designation task. Those agents
propose the suggestion about solutions and output the most
suitable solution.

The conflict occurs, negotiation process begins,

start
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All agents agree
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Figure 5. Negotiation process

3.5 Comparison with Other Methods

Wong [9] proposed a method that gives a socia position to
each agent. Therefore, there are different relations between
those agents. For example, the agents communicate each
other with equal status, the higher status of agent commu-
nicate with lower status of agent and the vice versa. When
the different roles communicate with each other, it will use
different methods. Our method alocates a task weight to
each agent dynamically and the agents will make decision
of negotiation by their position of the hierarchy. Besides,
we can solve the three conflicts as Wong's proposal and
further solve the resource conflict.

Hu, et al. [7] proposed to establish a blackboard. When an
agent has questions, it posts message in blackboard to in-
quire other agents. Then other agents post their suggestions.
After the sender sort suggestions, it selects the best and re-
ply to blackboard. Other agents aso reply approval or the
reason of disapproval. The process is executed repeatedly
until all agents are approved. The difficulty is how to sort
the suggestions. It is not correct that the best suggestion
must come from best agent, and we aso cannot know
whom is the best agent. In accordance with their short-



comings, our method of socia and property hierarchy is
able to indicate a standard to solve the conflict. The stan-
dard comes from human experts and user requirements.

Table 1 shows a comparison among some cooperative
methods of MASs. The arbitrator method means there is an
arbitrator in the system. When we want to add a new agent
in this system, we should inform the arbitrator about the
ability of the new agent. The arbitrator will alot task to
other agents according to the ability of those agents. The
shortcoming of this method is that the load of arbitrator is
higher than other agents and the system will shut down
when the arbitrator breaks down. The central blackboard
means that there is a central blackboard in the system.
When an agent needs help, it can post message onto the
central blackboard. The agents read the announcement and
reply it. When we want to add a new agent in the system, it
just needs to keep watching the central blackboard. An ad-
vantage is that inserting new agents requires little modifi-
cation to the system. It is less efficient but flexible.
Another shortcoming of this method is that it has a bottle-
neck of communication [7]. When the central blackboard is
shut down, the system will be like the arbitrator system.
The common disadvantage of the two methods is less sta-
bilization. When our system wants to add a new agent, we
should analyze the ability of this agent and add it into task
hierarchy. This step is heavier than other two methods, but
there is more stabilization than them.

4. EXAMPLE

Ten, et al. [5] proposed a method of design and manufac-
turing in concurrent engineering. Now we use our method
to solve their problem. In this example, they wanted to
design and manufacture a bracket that holds the camera.
Three points considered are

1. Time: It should finish the wok within permissive time.

2.Budget: The cost must within budget.

3. Specification: It should fit in with our request about
the length, the strength and the rotational ability.

In their approach, they had a process of design first. After
design, the process of simulate manufacturing took place.
If the process of simulation manufacturing failed, it should
be redesigned. The scenario started from the completion of
the initial design. Afterward, considering whether it corre-
sponded with the request in all respects. The Accounting
CD (Conflict Detection) agents found it exceeds budget.
The local CR (Conflict Resolution) Agent was not able to
solve the conflict, thus it handed over to Global CR Agent
to solve this conflict. When Manufacturing CR Agent des-
igned the task again, it solved the original conflict, but a
new conflict was found by Material CD Agent. If the
strength was not insufficient, Material CR Agent solved the
problem and finished the process of design. When execut-
ing the process of simulation manufacturing, the Simula-
tion Agent found that it could not be manufactured within
permissive time and it should be redesigned. They elimi-
nate the unsuccessful causes and made a new design that
can finish in the permissive time. Although the design had
some difference with request in specification, the variation
was within the scope and it accepted.

To show our method, we repeat the example. When we
want to accomplish their task by our method, we should
have three agents as follow.

1. Time Agent: It manages how to the wok within per-
missive time.

2. Accounting Agent: It manages the cost within budget.

3. Specification Agent: It manages the specification to fit
in with our requirement.

During the process of design, Specification Agent com-
bines with some parts to design a product that correspond

Table 1. Comparison between systems on adding a new agent.

methods |Arbitrator

item

Central blackboard

Our method

A new agent is added|Inform the arbitrator Post onto blackboard.  |Add in the task hierarchy
into the system. and copy to other active
agents.
Restriction 1.Less stabilization than|l.Less efficiency than|Less flexible than the
our method. arbitrator. central blackboard.
2. If the arbitrator does|2.Less stabilization than
not have global view, itjour method.
cannot get an objective
solution.
Advantage LIt is smpler to add aFlexible 1.Stabilization.
o g than other two 21t is hepfu to
) negotiation by  the
2.t is easier than other different roles among
two methods to solve agent.

conflict.




to the requirements. Afterward, Accounting Agent and
Time Agent check whether it has conflicts in their require-
ments or not. If the answer is no, output the result and stop;
else it enters the process of negotiation. In the negotiation
process, the leading agent checks the task hierarchy to
know what request the customer cares more. Isit time, cost
or specification? The request that the customer cares more,
the more weight the agent has. When we consider the
property hierarchy, the behavior of an agent that customer
cares more gains more weight. Besides, we can adjust to
the weight according to the difference between require-
ments and finished result. After comparing the weight, the
negotiation is produced.

manufacture

accounting
agent

sepcification

Figure 6. Task hierarchy of manufacturing system

Fig.6 shows the task hierarchy of Manufacturing System.
We construct it by human expert knowledge. As the task
hierarchy, if we want to accomplish the task by our method,
we should have three agents. They are Specification Agent,
Accounting Agent and Time Agent.

According to the task hierarchy, we should devise some
guestions to understand the priority of user requirements.
Fig.7 shows the property hierarchy of Specification Agent.
According to the property hierarchy, we should also devise
some questions to understand the priority of the categories.

specification
. function
matertal error
el1or

@ o) o) -

Figure 7. Property hierarchy of specification agent

accounting sepcification

prime cost

wages

Figure 8. Property hierarchy of accounting agent

ccountmg sepcification

Figure 9. Property hierarchy of time agent

Figs. 8 & 9 show the property hierarchy of Accounting
Agent and Time Agent respectively. Table 2 shows the
specialties of each agent in Manufacturing System. Table 3
shows the content of parts in the database of Specification
Agent. After finishing this system, we compare it with the
application of [5]. We detect our solution is the same as
theirs. Their system must have two steps to finish the task,
the simulated design and simulated manufacture. However,
our method only needs one step. We simulate the design
process and manufacturing process at the same time. This
is an advantage of our method.

Table 2 The specialties of each agent.

Name Speciaty
Specification Manufacturing product by assembling
Agent the parts.

Checking material.
Checking length.
Checking degrees of rotation.

Accounting Agent |Checking cost.

Time Agent Checking time.




Table 3. The content of the parts

No. |[Type|Material |Length |Rota- |Price Time
cm " |dollars) |(hours)

1 A [Mea |20 |0 |30 5

> |A |Wood |15 o |25 2

3 A |Mea |12 o |40 4

4 B |Med (15 |50 |50 8

5 [B |Wood |25 |35 |25 6

6 [B |wood |30 |40 |5 1

5. CONCLUSION

There are four proposed concept in this paper. The first is
the task hierarchy and property hierarchy. It is helpful to
conflict resolution. The second is the active agent and pas-
sive agent. It is helpful to the reliability of MASs. The third
is the designation task. It is helpful to the validation of the
solution. After finishing these systems, we make it to ex-
ecute some specific tasks. We find that the result is close to
our expectation. The last is a negotiation method. It is help-
ful in reducing the cost of a system.
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