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ABSTRACT

Inamesh multicomputer, performing jobsneedsto sched-
ule submeshes according to some processor alocation
scheme. In order to assign the incoming jobs to a free
submesh, a task compaction scheme is needed to gen-
erate a larger contiguous free region. The overhead of
compaction depends on the efficiency of the task migra-
tion scheme. In this paper, two simple task migration
schemes are first proposed in n-dimensional mesh mul-
ticomputers with supporting dimension-ordered worm-
hole routing in one port communication model. Then,
a hybrid scheme which combines advantages of the two
schemes is discussed. Finally, we evaluate the perfor-
mance of all of these proposed approaches.

Keywords: Dimension-ordered routing, mesh mul-
ticomputers, gather-and-scatter, task migration, worm-
hole routing.

1. INTRODUCTION

The ssimplicity and regularity of mesh topology make it
popular in multiprocessor systems. Becauseitissuitable
for VLSI implementation, several mesh-based commer-
cial machines have been built in recent years. Examples
includes Intel Touchstone Delta[18], Intel Paragon [19],
and the Tera computer system[1]. In a mesh multicom-
puter, to perform a sequence of jobs needs to schedule
submeshes according to some processor allocation strat-
egy, that allocateseach job to asubmesh with appropriate
size. Number of researches aimed at processor alloca-
tion and job scheduling schemes in hypercubes [8] [9]
and mesh multicomputers[2] [4] [5] [7] [10] [11] [14]
[16] [21].

Given ajob, the mesh system first all ocates required
processors, then execute job, and finally free processors.
Although current submesh allocation schemestry to find
an efficient way to allocate processor and to reduce the
condition of fragment, however after a lot of processor
allocations and deall ocations, the mesh system still have
alot of fragments due to the unpredictable of the size
and execution time of new incoming jobs. In such con-
dition, anew job can not be scheduled to execute on this
mesh system due to the lack of large enough contiguous

area of free processors, even if the number of free pro-
cessors is sufficient. So, a task migration which moves
running jobs from source processorsto target processors
is needed for mesh subsystem to increase the system uti-
lization. Thiswork assumes that the locations of source
and destination submesh are determined by some proces-
sor management scheme of the mesh system. Efficiency
of task compaction is measured by the transmission la-
tency of task migration. A lot of researchers design
fast task migration schemes in hypercube by exploring
digoint paths between two subcubes. There are some
difference between hypercube and mesh computer. The
number of parallel pathsis propotional to the degree of
hypercube. However, the degree of each nodeisfixed to
be 2n in an n-dimensiona mesh system. In most case, it
is impossible to find out the parallel paths between two
submeshes. The objective of this paper is to minimize
the transmission latency of task migration by means of
transferring the job in away of several phases.

Inrecent parallel computer machines, wormholerout-
ing [12] [13] isthe most important switching technique.
In this paper, the target machine we discuss is an n-
dimensional mesh multicomputers supporting one port
communi cation with dimension-ordered wormhol e rout-
ing. We first present two task migration schemes in n-
dimensional mesh multicomputers. Then a hybrid task
migration scheme is presented. Finally, we use per-
formance analysis to compare all of the proposed task
migration schemes and inspect factors which affect the
performance of those proposed schemes.

In the next section, we first introduce the system
model of mesh multicomputer and describe the problem
to be solved in this paper. In Section 3, two task migra-
tion schemes are presented in n-dimensional mesh mul-
ticomputers. We also proposed a hybrid approach which
integrates these two schemes. Performance analysis of
various cases are demonstrated in Section 4. Section 5
is the conclusion of this paper.

2. PRELIMINARIES

In this section, we introduce our system model for de-
signing the task migration schemes on an n-dimensional
mesh multicomputer. The mesh multicomputer system



consists of nodes, each node is a computer with its
own processor, local memory, and communication links.
Each directed link connects to two neighboring nodes
through network [12] [13]. A common component of
nodes in a new generation multicomputer is a router.
It can handle and control the message communication
entering, leaving, and passing through the node. The
architecture of the n-dimensional mesh network system
used in this paper isto providedimension-orderedworm-
hole routing with one-port communication, in which one
node can only send and, simultaneously, receive aworm
from the other respective node at the same time. The
dimension-ordered routing used in this paper is assumed
to route messages to destination nodes first along X, -
direction, then X,-direction, and finally X,,-direction
on the mesh.

An n-dimensional mesh system M (s) consists of
S1 X §3 X --- X S, number of processors arranged in
an n-dimensional grid, wheres = (s, s2,...,s,) and
s; denotes the number of processors in dimension i.
A processor in the grid is denoted by the coordinate
x = (z1,T2,...,2y),Where0 < z; < s;—1. Let M (s)

denote the set of processors {(0,0,...,0),...,(s1 —
1,82 — 1,...,s, — 1)}. We define the submesh of

M (s) as SM (x,m), wherex = (z1,22,...,2,) de
notes starting position (the smallest address of proces-
sors in submesh in lexicographical order) and m =
(my,ma, ... ,my)denctesthesize, my xma X - - Xmy,,
of submesh. In other words, S M (x, m) denotethe set of
processorswith coordinatesin {(z1, za, ... ,Zn),. . .
my,To+ma,. .. ,x,+m,)}. Herewedenotethe source
submeshby SM (x*,m) = {(z3,25,... ,25),...,(zi+
mi, x5 +ma, ..., x5 + m,)} and the destination sub-
meshby SM'(x?,m) = {(z¢,2%,...,2d),..., (z{ +
my, 24 + ma,... 2% + m,). These two submeshes
with both of the same shape and size, m; x mo X
- X my, ae located in different starting locations,
x* = (z,25,...,25) andx? = (2¢,2d,...  z&) with
allowing them to be partially overlapped. One node
x = (x1,22,-.. ,%,) INSM (2%, m) is needed to route
its assigned subtask to the corresponding destination
nodex’ = (z,z5,... ,z!) in SM'(z? m), where

o= ol 4 (i —2),i=1,...,n. @

3. TASK MIGRATION

In this section, two task migration schemes arefirst pro-
posed in n-dimensional mesh multicomputers based on
dimension-ordered wormholerouting. Then, wepropose
a hybrid scheme to minimize the total routing latency.

3.1. Diagonal Scheme

In this subsection, a task migration approach which ex-

ploresdisjoint pathsinmesh multicomputer with dimension-

ordered wormholerouting is proposed. First, we usethe
following example of a 3-dimensional mesh to illustrate
the main idea of the developed task migration scheme.
A task with several subtasks allocatedto a5 x 4 x 3
submesh is needed to be migrated to another 5 x 4 x 3
submesh on a mesh {(0,0,0),...,(11,11,11)} asde-
picted in Figure 1. The task executed in the source sub-

,(l'1+

mesh {(1,1,1),...,(5,4,3)} is needed to be migrated
to the destination submesh {(6,7,8),... ,(10,10,10)}
inal2 x 12 x 12 mesh systems. The proposed scheme
use five phases to migrate the tasks distributed in nodes
locatedinvarious X1, X, and X3 axistothe correspond-
ing destination nodes. As shown in Figure 2, 12 nodes
migrate their subtasks to corresponding destinations re-
spectively in parallel. Note that each node migrates its
subtasksfirst along X -direction, then X,-direction, and
finally X5-direction. Aswe can check, nocommonlinks
areused or shared in each phases. For example, in Phase
1 if we project those selected nodes (the solid nodes)
to the X5- X3 plane, then all nodes will fall in different
position. We can conclude that no two nodes will share
or use the same link along X;-direction. Similarly, it
is easy to verify that no two nodes will share or use the
same link along X»-direction and X 3-direction. There-
fore, in each phase, the routing is congestion-free based
on dimension-ordered routing in one-port communica-
tion, in which one node can simultaneously send out
and receive from one worm at atime. There are totally
five phases needed to complete the task migrationin this
example.

Next, we generalizethe above descriptions of the mi-
gration routing scheme asfollows. Inorder to avoid con-
gestion during performing dimension-ordered routing in
some phase, the nodes in the source submesh should
have different positionsin (n — 1)-dimensional subspace
when we project a processor from n-dimensional space
ton — 1 subspace along direction X; forall 1 <i < n.
In what follows, we propose the diagonal scheme to mi-
grate these subtasks. Here we only illustrate how to
schedule the source nodes in some transmission phases.
It is easy for node determine their routing path since
the dimension ordered routing protocol is applied. The
source submesh SM (x*, m) is assumed to be
{(ﬁ,@, ,xfz),'-- 7(1.{ + ml,xg +ma,... ,xfz +
my,)}. We state how to arrange the routing phases P,
for each k. The routing during migration is one-by-one
from thefirst phase to the last phase. Let B be set to

B = max{m;}.

We will show that there are exactly B phases needed to
migrate task to destination submesh. For each phase, Py,
al of nodesx = (21,22, ... ,2pn), 25 < z; <zl +my,
that are lying on hyperplanes

Zn:mi:c-B—kk, 2

i=1

are scheduled to simultaneously migrate their subtasks
to their corresponding destinations, where ¢ is integers
and 1 < k < B. Clearly, we have a lot of paralel
hyperplanes

n
E T; = Hl,
i=1

where 331 xf < H' < 30 (z% + my). From the

above description, the entire task distributed to al nodes
inthe source submesh ismigrated to destination submesh



in B phases. We prove that the routing is congestion-
freein each phase below. In addition, we prove that the
number of routing phases is minimum with congestion-
free routing in one-port communication model.

Theorem 1 By applying the proposed diagonal scheme,
the routing in each phase is congestion free.

Proof: We will show that in each phase, thereis exactly
one node occupying the X -direction communication
channels. By projecting nodes that are scheduled in the
same phase to hyperplane X; = 0, all nodes will have
different positions. So we ensure that all these nodes
are congestion free along X -direction. We prove these
argumentsin what follows. We have hyperplanes

n
Zl’i =H
=1

forzi <z; < zf+m;, 1 <i<mn,where

n n
Zaxf <HKL Z(azf +my).
i=1 j=1

In phase Py, nodesin hyperplane

Y mi=c-B+k, ©)
i=1
are scheduled to migrate subtasks to destination, where
B = max;{m;}. Assume x* = (z},z5,...,z}) IS
a node on the hyperplane in Equation (3). Projecting
(x7,25,...,x%) onto the hyperplane z; = 0 gener-
ates a corresponding position (0, z3,...,z). If there

are two or more nodes projected to the same location
(0,z3,...,z}), these nodes will cause congestion dur-
ing using X -direction communication channels. So,
the goal we have to prove is that there are exactly one
node in phase P, projected onto the specific position
(0,z5,...,z}). Assume nodes (z1,z3,...,z)) ae
projected onto (0, 3, ... ,z} ), then

rrn
n
w1+2w::c-B+k
i=2

That is,

xlzc-B—I—(k—Za:;‘).

=2
Because z; < x; < z7 + my, thefollowing inequations
holds:

n
xfﬁc-B+(k—Za:f)<xf+m1 4
i=2

:>O§C-B+(k—2w;‘—x1)<m1. (5)

=2

=0<c-B+(k-Y 2} —-z1)<B. (6)
=2

Because (k — Y., z} — x1) is a constant, there will
be only one integer ¢ satisfies (6). So, for fixed 2,2 <
i < n, only one z7 fulfills equation (3). If the projected
positions of all of these nodes are al different, we can
concludethat all of these nodes are congestion freealong
X -direction. The same arguments can be applied to
X;-direction for 2 < ¢ < n. If al of n directions are
congestion free, we conclude that the migration process
is congestion free.

L

Theorem 2 The number of phases, B, with congestion-
free routing is minimum based on dimension-ordered
routing in one port communication model.

Proof: Based on dimension-ordered routing, there are
amost m; X ma X -+ X my_1 X Mjy1 X --- X My,
nodes delivering data along « ;-direction simultaneously,
fori =1,... ,n. Forasubmesh SM (x*, m), therefore,
there are at most

miin{ H m;}

=1

nodes being simultaneously able to route their datain a
way of congestion-free transmission. Tis makes there
is alimitation on the size in in each dimension of sub-
mesh SM (x®,m). Therefore, the minimum number of
routing phases are

[T, mi

minj{HZ:Lk;éj my}’

where [T, m; isthe total number of nodes on the sub-
mesh SM (x®, m). Accordingto Theorem 1, each phase
is congestion-free. We need exactly B = max;{m;}
phases. Thus, the minimum number of routing phases,

[1;_, mi — is mini-
rrﬁﬁlr%m:“"#" mry = maxi{m;}, whose value is mini

L

3.2. Gathering-Routing-Scattering Scheme

We next describe our second task migration scheme
based on two collective communication schemes, gath-
ering and scattering operationg[12]. An illustration of
gathering and scattering operation in eight processorsis
shown in Figures 3 and 4 respectively, where the solid
nodes represent target processor in gathering operation
and source processor in scattering operation. Without
loss of generality, we assume the source submesh has
maximum length in X;-direction. We apply the gath-
ering operation on nodes in the same X -direction to
collect subtasks into one node. After the node migrates
the combined subtasks to the corresponding destination
node, we use the scattering operation on nodesin aline
along X -direction to disperse a couple of subtasks as-
signed to the destination node, to their respective nodes



in the destination submesh. The gathering and scatter-
ing schemes can be referred to [12] and [16]. In Figure
3, after the node in the end of line along X -direction
receives all the subtasks, it sends all these subtasks to
the scheduled solid node in the source submesh. In the
scattering operation, an additional routing step is needed
to route the data from solid node to the node in the end
of aline along X -direction in the destination submesh.
Figure 4 shows the operation of scattering.

Without loss of generality, we assume the submesh
has maximum length in X;-direction. All of nodes
(z1,%2,...,,) located on hyperplanes " | z; =
¢ - B are gathering subtasks distributed within all of
nodes in X;-direction of (z;,x2,...,z,). The node
(z1,%2, ... ,2,) Next migrates the combined subtasks
to the corresponding node (z}, ), ... ,z!,). The node
(x,2h,...,z)) finaly scatters the combined subtask
to the respective destination nodes on lines along X, -
direction to complete the task migration. An illustra-
tion of gathering-routing-scattering operation is shown
in Figure 5

Theorem 3 The gathering-routing-scattering schemeis
congestion-freein each phase.

Proof: In this approach, al of the gathering and scat-
tering steps are congestion-free[12][16]. The middle
step, the solid nodes send the combined subtasks to
the corresponding destination nodes, is a so congestion-
free, which has been shown in Theorem 1. Thus, the
gathering-routing-scattering scheme is congestion free
in each phase.

L

3.3. Hybrid Scheme

In this subsection, we present a hybrid task migration
scheme. We combinetwo schemes stated in the previous
subsectionsto a hybrid one. We first partition the source
submesh S M (x, m) into several n-dimensional subpar-
titions, which is aso of submesh form with the size of
P1 X P2 X -+ X pp. That is, the number of subpartitions

is H}—] x [gj—] X% ﬁ;—] . where [mi] isthe the

pi

number of partitions in dimension 4 of the partitioned
submesh. In the following, we show how the hybrid
scheme works. We first partition the source submesh
into subpartitions. We then use the gathering scheme
to collect subtasks into nodes, located at the designated
positions, depending on the size of m;,i = 1,... ,n.
This step is similar to the gathering-routing-scattering
scheme we proposed. After that, we use the diago-

na schemetoschedulemax([%1 , [% e [%1)

phases, to route the aggregated subtasks to their corre-
sponding nodes. In this step, each subpartitionsisrepre-
sented as a supernode to transfer their subtasks on each
node to its corresponding destination subpartition. Fi-
nally, we use the scattering scheme to distribute subtasks
on the direction, which is with the maximum length in
each partition, to complete the task migration. Figure 6
shows the hybrid approach in a 2D mesh system.

Theorem 4 Thehybrid schemeiscongestion-freeineach
phase.

Proof: The gathering scheme is first used to collect
subtasks in each subpartition on a specific X;-direction;
hence, itiscongestion-free. Itisalso congestion-freethat
all nodes scheduled in the same phase in each subparti-
tion migrates its combined subtasks to its corresponding
node. By Theorem 1 and 3, we know that this step isalso
congestion-free. The next step is to route the combined

subtasks, scheduledwithmax([ﬂ-l , [m—] e {M])

p1 p2 Pn
phases, to their corresponding nodes. Finally, the scatter-
ing scheme s applied to distribute each subtask in each
subpartitionin X; direction; hence, it is congestion-free.
Therefore, the proposed hybrid scheme is congestion-
freein each phase.

L

4. PERFORMANCE ANALYSIS

In this section, we will evaluate the developed schemes
by performance analysis. Some parameters used in per-
formance analysis are described in below. We assume
that the startup latency ist, and the transmission time of
aflit (or byte) is t, on alink between two neighboring
nodes. Due to the delay in the intermediate routers is
small, commercial systems[13] demonstrate that worm-
hole routing is distance insentivity. We also assume that
the size of subtask distributed in each nodeisthe same, [
flits, for analyzed convenience. In general, in the worm-
hole routing model, the latency for a node sending one
message with [ flits to another node is ¢ + t, x I[12]
[13].

Because the hybrid-scheme is a combination of the

diagonal schemeand the gathering-routing-scattering scheme,

we first discuss the total transmission latency related to
the hybrid task migration scheme in below. The hy-
brid task migration schemes needs gathering, diagonal
routing, and scattering steps. In the gathering, it takes
max;{[logp;| + 1} time steps to collect these subtasks
into one node. The combined message is with a double
size compared with the previous one in each step and
we need one extra step to transmit the final combined
subtasks to the node located at the position in the desig-
nated phase. Thus, the size of the collected message is
max; { (I x 2/1°82P:1)} infinal. This concludesthe gath-
ering step takes the time in below which can be obtained
by the above derivations.

Weobservethat thequantitiesmax; {p; } and max; { [’;1—]’1 }
aretwo important factorsof the proposed task migrations
schemes. Let P = max;{p;} and Q = max;{ PZ—]’-I}
That is, symbol P stands for the maximum number of
processors in each dimension of each subpartition ( the
number of processors collected by gathering and scatter-
ing operation ) . The transmission latency in gathering
operation depends on the maximum dimension P asfol-
lows:

Tyather = ([logy P14+ 1) x t, 4 (I x 21082 P1) 5 ¢,
The cost Tyiq40nq dependson both P and @ asfollows,

Tdiagonal = Q X (ts +Ix P x tz).



The cost of Tscatter iISthe same as Tyatpner, 1.€.

Tseatter = ([logy P14+ 1) X ts + (I x 21082 PTy 5 ¢
Thus, we have the total transmission time

Thybrid = Tgather + Tdiagonal + Tscatter-

We know that the first two schemes proposed in the pre-
vious section are the special cases of the hybrid scheme.
The first task migration scheme, diagonal scheme, takes
the transmission time in below not containing the gather
and scatter stepsforp; = 1,i=1,... ,n.

Ty = max{m;} x (ts +1 x t;).

The second task migration scheme, gathering-routing-
scattering scheme, takes the transmission time in below,
forp; = my, p2 = mo,...,andp, = m,.
Ty = 2x (max{[logy,m;] + 1} x ts
+  max{l x 2[te92mil} 5 ¢)
J
+ (ts+ mkax{lmk} X tg).

From the above analysi s of time complexity, weknow
that theamount of startup latencies, max;{m;}, inthedi-
agonal schemeislarger thanthat of 2 x (max; { [log, m; ]+
1}) + 1) in the gathering-routing-scattering scheme in
genera. That is the reason why we use the collective
communication to reduce the total amount of startup la-
tency inmigrating atask. However, thetransmissionsize
of the message between two submeshes in the diagonal
scheme is generally smaller than that in the gathering-
routing-scattering scheme. The hybrid scheme, there-
fore, is proposed for optimizing the time of migrating
onetask. To minimize the total amount of transmission
delay Thypriq, it is necessary to derive the optimum par-
titioning with respect to the values of p;,i = 1,...,n
for a specific type of mesh architecture.

Here we give some assumptionsto the parameters of
system architecture for the use of analyzing the routing
performance. This analysis is made on 2D (64 x 64),
3D (64 x 64 x 64), or 4D (64 x 64 x 64 x 64) submesh
accommodating a job needed to be migrated to another
location. We have the message startup latency ¢ is 1.0
microsecond for the small startup latency and is 10.0
microseconds for the large startup latency. The trans-
mission time of aflit ¢, on alink is 20.0 nanoseconds.
The amount of a task in one node is assumed to be |
flits, here different values of 100, 300, and 600 flits are
discussed.

According to formulaof transmissionlatency in each
step of hybrid approach, to minimize the total transmis-
sionlatency, Th,ypriq, bothof P and ¢Q must beassmall as
possible. Inthefirst case, we perform thetask migration
using various configurationssuch that P = max;{p;} is

setto 64 and Q = maxj{[’g—jf]} has various size. Be-

cause () corresponds to the number of phases needed in
diagonal routing step. When P isfixed, small @ is cor-
responding to small total latency. The simulation results
is shown in Figure 7. From Figure 7, the configuration

8 x 8 x 64 correspondingto P = 64 and ) = 8 hasthe
smallest transmission latency.

In the second case, we perform task migrationin 3D
submesh using various configuration such that all con-
figuration corresponds to the same value of ) = 64 and
various value of P. The value of P corresponds to the
message size and the step needed in the gathering and
scattering operation. To reduce transmission latency, the
value of P isassmall as better. It can be seen from Fig-
ure 8 that small P corresponding to small transmission
latency.

In the third case, we discuss the impact of uniform
partitioning size using large and small startup latency
on the transmission latency in 3D mesh system, i.e. we
have different values of p; x ps X p3. In order to bal-
ance the number of routing phases, P, and the maxi-
mum dimension of subpartition, @, the subpartitionsare
with the shapes of the sizeof 1 x 1 x 1, 2 x 2 x 2,
4x4x%x4,8x8x%x8,16x 16 x 16,32 x 32 x 32 and
64 x 64 x 64 used in this case of performance analy-
sis. The configurations, 1 x 1 x 1, corresponds to the
diagonal scheme while the configuration, 64 x 64 x 64,
corresponds to the gathering-routing-scattering scheme.
Figures 10 and 9 are the incurred transmission latency
of small and large startup latency respectively. In small
startup latency, as shown in Figure 10, we prefer to use
the diagonal scheme for task migration in most cases.
This is because in small startup latency, the impact of
message size is larger than the startup latency. In small
startup latency, and message size 100, 300, and 600,
diagona scheme requires smaller transmission latency
than gathering-routing-scattering scheme. On the other
hand, in large startup latency, when the message size is
large (I = 600), diagonal scheme performs better than
gather-and-scatter scheme. However, when the message
sizeis smal (I = 100), gather-and-scatter scheme per-
forms better. In Figure 9, the configuration 4 x 4 x 4
perform best when message sizeis 300 or 600. The con-
figuration 8 x 8 x 8 perform best in the case that the
message sizeis 100.

To examine the system performance on various di-
mensions, we compute the transmission latency on 4D
and 2D mesh system. In 4D mesh system, the size of
source submeshis64 x 64 x 64 x 64 and the size of sub-
partitionrangesfrom1 x 1 x 1 x 1t064 x 64 x 64 x 64.
Figure 11 shows the performance of various configura-
tions. Compare Figure 9 with Figure 11, we found that
all configurations have the same transmission latency.
This is because the wormhole routing is distance insen-
sitive and the formula of 1,44 is affected by P and
Q, and is irrelevant to dimension. Figure 12 shows the
transmission latency of the hybrid approach on source
submesh with size 64 x 64. We obtain the same results
asin Figures9 and 11.

Briefly, from the above analysis, we have the follow-
ing commentsand suggestionsas performingtask migra-
tion. Generally speaking, we use the diagonal schemeto
perform task migration to gain the minimized transmis-
sionlatency whenthe startup latency issmaller. Thetime
by applying the second schemeisusually larger than that
by applying other schemes as shown in Figure 6. Thus,
the second one is more unsuitable for executing task mi-
gration. Thereason isthat the collective communication



used in each X;-direction takesto take alot of timeso as
to collect alarge amount of messages. However, we have
to take into account the factors which affect the trans-
mission latency, including the message size assigned in
each node, the startup latency, as well asthe partitioning
size and shape together as the hybrid scheme is used.
By evaluating these factors together, we are able to get
the optimum solution with having the minimum time of

Thrbrid-

5. CONCLUSION

In this paper, two simple task migration schemes are
proposed in n-dimensional mesh multicomputers with
supporting dimension-ordered wormholerouting in one-
port communication model. Furthermore, a hybrid task
migration scheme was proposed with the attempt to min-
imizing the routing latency. Finally, we compare al of
our proposed task migrations schemes via performance
analysis. In addition, we discuss how to easily apply
our proposed task allocation schemes to some different
processor alocation schemes with contiguous methods.
Our future work includes investigating the job schedul-
ing approaches, integrating task migration and processor
allocation together, and eval uating the entire system per-
formanceincluding system utilization, job responsetime
and more.
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Fig. 1. Task migration betweentwo 5 x 4 x 3 submeshes
in a3-dimensiona mesh with dimension-ordered worm-

hole routing.
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using the proposed diagonal scheme. Those solid nodes
indicate processors that can be migrated to destination
position in a congestion-free manner in each phase.
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Fig. 9. Transmission Latency for large startup latency in
3D mesh with various subpartition size.
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Fig. 10. Transmission Latency for small startup latency
in 3D mesh with various subpartition size.
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Fig. 11. Transmission Latency for large startup latency
with in 4D mesh with various partition size.

3000

2500

2000 ///
E 1500

=

Latency (micro sec.)

N
1000 e

500

Ix1 %2 4x4 8x8 16x16 32x32 64x64

The size of subpartition

Message Size: [—e— 100 —8— 300 —4— 600

Fig. 12. Transmission Latency for large startup latency
in 2D mesh with various partition size using hybrid ap-
proach.



