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A?threshold decryption scheme allows a ci-
phertext sent to a group of n participants
to be decrypted only when the number of
participants from the group is larger than
or equal to a predetermined threshold value
t. Potential applications of such a scheme
include document distribution and informa-
tion sharing among a group of users. In
this paper, we propose two simple threshold
decryption schemes based on ezistent cryp-
tosystems. The first scheme requires no ses-
sion key and is based on public key cryp-
tosystems. The second scheme can detect
cheaters and is based on symmetric cryp-
tosystems.

Keywords: Threshold decryption schemes,
Secret sharing.

1 Introduction

In insecure environments, cryptosystems are
often used to achieve secrecy. In such sys-
tems, a user A can send a secret message M
to another user B by encrypting M with the
shared secret key between A and B (sym-
metric cryptosystems) or the public key of
B (public key cryptosystems).

Sometimes, a user may wish to send
a ciphertext to a group of n participants
such that only when the number of par-
ticipants from the group is larger than or
equal to a predetermined threshold value ¢
can the ciphertext be decrypted. This con-
cept is called threshold decryption, a simpli-
fied concept of group-oriented cryptography
proposed by Desmedt in 1987 [5]. Potential
applications include document distribution
and information sharing among a group of
users.

Many such schemes have been proposed
[5, 6, 9, 12]. Most of them require setting
up phase. In this paper, we try to design
schemes based on existent cryptosystems.
The first scheme requires no session key and
is based on public key cryptosystems. The
second scheme can detect cheaters and is
based on symmetric cryptosystems.

The rest of this-paper is organized as fol-
lows: Section 2 contains some related pre-
liminaries including the notion of one-way
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functions, Diffie-Hellman key distribution
scheme, Shamir’s threshold scheme, and Ra-
bin’s information dispersal scheme. Sec-
tion 3 introduces a threshold decryption
scheme without session keys. Section 4 pro-
poses a threshold decryption scheme against
cheaters. Section 5 contains the conclusions.

2 Preliminaries

2.1 One-way function and key
distribution scheme

The notion of one-way functions is the core
of most cryptographic applications. A func-
tion f: X — Y is one-way if it is easy to
compute f(z) for every z € X, yet it is hard
for most y € Y to figure out an z € X such
that f(z) = y. No one-way function has
been found yet [17]. However, it is widely
believed that one-way functions exist [§]. A
candidate one-way function is modular ez-
ponentiation: Let g and n be integers and
Zn =1{0,1,...,n — 1}. The modular expo-
nentiation with respect to basis ¢ and mod-
ulus n is the function f, , : Z, — Z, defined
by fyn(z) = ¢° mod n. By using the well-

known square-and-multiply algorithm [17], -

it is easy to compute f, ,(a) for any a € Z,.
However, no efficient algorithms are known

to solve the corresponding reverse problem,

the discrete logarithm problem [13]. Usu-
ally, n is chosen to be a large prime p such
that p—1 has at least one large prime factor,
and ¢ is a primitive element modp.

Based on the hardness of the discrete log-
arithm problems, Diffie and Hellman pro-
posed a key distribution scheme [7]. Sup-
pose that A and B want to share a secret
Kap, where A has a secret 4 and B has a
secret zg. Let p be a large prime and g be a
primitive element in GF(p), both known. A
computes y4 = ¢g** mod p, and sends y4 to
B. Similarly B computes yg = ¢*# mod p,
and sends it to A. Then the secret is com-

puted as A'yp = ¢°4*® mod p.

2.2 Secret sharing and in-
formation dispersal algo-
rithms

The concept of secret sharing was proposed
independently by Blakely [1] and Shamir
[15]. A secret sharing scheme allows a se-
cret, K, to be shared among a set of n par-
ticipants, P = {P;, P,,...P,}, such that
only authorized subsets of P can recover K,
but any unauthorized subset has no knowl-
edge for the secret at all. Such a scheme
is useful for protecting an important secret
data, such as a cryptographic key, from be-
ing lost or destroyed without accidental or
malicious exposure. It can also find appli-
cation in a variety of settings, for examples,
distributed decision making, hierarchical ac-
cess, and efficient dispersal of information.
The secret sharing scheme proposed by
Shamir [15] is called a threshold scheme.
More precisely, a t-out-of-n threshold
scheme, where t < n, goes as follows: The
administrator, a person who generates and
distributes the shares, randomly chooses a

“polynomial, called the secret polynomial,

f(z) of degree t — 1 such that f(0) = K.
All arithmetic is done in GF(p), where p is
a large prime number. The value f(z), for
¢ = 1 to n, are the shares to be distributed
to the participants P; respectively.

Suppose the participants P;,, P,,,..., P,
want to determine the secret A'. Then each
P;; submits his share. They will have ¢
shares y;; = f(4;), 1 < j < t. The secret
polynomial can be reconstructed by either
solving a system of linear equations or ap-
plying Lagrange interpolation formula.

However, if someone submits a false
share, that is, a point not passed by the
polynomial h(z), then they will recover a
wrong value. The participants submitting
false shares are called cheaters. There are
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many papers, for examples (2, 3, 4, 11, 16,
18, 19], address the issue of cheater detec-
tion and identification.

Secret sharing schemes have been exten-
sively investigated since their invention in
1979. A detailed bibliography can be found
in. Stinson’s homepage [10}. ’

One important. application of secret shar-
ing is for information dispersal. An infor-
mation dispersal algorithm [14] is a method
that breaks a file F" of length L into n pieces
S;, 1 < 1 < n, each of length L/t, so
that every ¢ pieces suffice for reconstruct-
ing F. One implementation goes as follows.
Let F = F\F,---F, such that |Fj| = L/t,
1 << t. First, we construct polynomial
F(z)= Fiat™' + Foat™* 4+ -+ Fz + F
Then we evaluate Fi(z) at z = 1,2,...,n.
Finally, the n pieces S; are (¢, F(7)), 1 <
1 < n. -

It is easy to see that any t or more pieces
can be used to reconstruct the polynomial
F(z) and hence the file. However, unlike
Shamir’s threshold scheme, in the above
scheme any t — 1 pieces Si;, Sy, .-, 5,
may provide some information about F.

3 A threshold decryp-
tion scheme without
session keys

In this section, we propose a threshold de-
cryption scheme which is based on thresh-
old scheme. However, our threshold scheme
is used to encrypt the message not the
session key. Therefore, our construction
is more close to the information dispersal
scheme. In our scheme, we assume that
Diffie-Hellman key distribution schemeis in-

corporated. That is, each potential partic- -

ipant with identity u; selects a secret key
z; € Z, and publishes the corresponding

public key y; = ¢® mod p where p is a large.

prime such that |p| = 513 and g is a primi-

tive element of GF'(p).

To send a secret message M to a group
G of n users uy,us,...,u,, such that the
ciphertext can be decrypted only if ¢ of
more users from G get together, that is, the
threshold value is ¢, the sender performs the
following steps:

e Step 1. Divide the message M into
blocks of 512-bit each. Let M =
MM_y --- My My, where |M;| = 512.

e Step 2. Generate a random integer
r from [l,p — 1] and compute z; =
yTmodpfor:=1,2,...,n.

e Step 3. Construct a (! + n)-out-of-
(I +2n —t) threshold scheme by com-
puting a degree [ + n — 1 polyno-
mial f(z) = Mzt + MiZ, 242 +
B Aﬁ'[l&?n -+ An_..lfl?n—l + An_zmn—z +
oo+ Az2?+ Ajz+ Ag mod p such that
flw) = z for 2 = 1,2,...,n. The
coefficients A,_1,..., Ao can be eas-

" ily be found by solving n simultane-
ous linear equations f(u;) = = for
i = 1,2,...,n. The pairs (u;,z),
i =1,2,...,n, are called secret shares.

e Step 4. Compute R = ¢" mod p, and
l+n—tshares f(i)fori=1,2,...,1+
n — t where none of them is a secret
share. That is, u; > [+ n —1 for ¢ =

1,2,...,n.

e Step 5. Send
{taRa (f(l)af(2)7 . 7f(l+n _t))} to
the group.

When t participants, say %, Uiy, .« Ui,

get together and decide to recover the mes-
sage. Then they can recover the message M
by performing the following:

e Step 1. Compute individual secret
‘share. For j =1,...,t, u;; computes

- his secret share (u;;, R* mod p) from
R and his secret key z;.
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e Step 2. Apply Lagrange interploat-
ion formula to find a polynomial f(z)
together such that it passes througt
the following points: (u;;, R mod p)
where 3 = 1,...,t and, (&, f(k)) for
E=12,....,1+n—t.

e Step 3. Recover the message by con-
catenating the first m — n coefficients

of f(x) where m is the degree of f(z).

The security of our scheme is very high.
Without knowing a secret share, an intruder
can only guess a share and compute a poly-
nomial by Lagrange interpolation formula.

The secret keys are also protected. If a
user, with identity u;, is a recipient, then his
secret share, (u;, R* mod p) will be known
to all other recipients. However, the secret
key x; 1s protected since to uncover z; from
R* mod p and R is equivalent to break the
Diffie-Hellman key distribution scheme {7]
which is a very hard problem [13].

The random integer r should be differ-
ent every time the sender sends a message.
Therefore, the secret shares are different.
~ This can prevent the message recovered by
an illegal recipient even though he is a group
~ member in previous message.

The most time-consuming step in our

scheme is to compute the secret shares since
the computation of R* mod p may take a
while. Furthermore, finding the coefficients
An_i,..., Ag takes more time than encrypt-
ing M with a session key. Therefore, this
scheme is most suitable for sending short
messages. '

4 A threshold decryp-
tion scheme against
cheaters

In this section, we propose a threshold en-

cryption scheme based -on symmetric cryp-
tography. We assume that there is a trusted

center (TC) such that it shares a different
secret key with everyone on the network.
Knowledge of the secret key is used as proof
of identity. Let k; be the secret key shared
between user u; and TC. Let & be a one-way
function known to everyone. The notation
{m}k; is used to denote that a message m
is encrypted with secret key £;.

Suppose a user, say up, wishes to en-
crypt message M to a group G of n users
U, Us, . .., Uy, such that the ciphertext can
be decrypted only if ¢ or more users from G
get together. Then the following steps are
performed:

e Step 1. User ug requests for threshold
decryption service by sending € =

{G, t}ko to TC.

e Step 2. TC decrypts Cy and selects a
session key k and a random integer R.

™ Then TC computes ¢; = {R}k; and
~di = h(c) fori=1,...,n.

Next, TC constructs polynomial f(z)
passing through the following n + 1
points: (0,k) and (ui,¢;) for ¢ =

Tyeee, M

Finally, TC computes e; = f(¢) for

it =1¢,...,n—t+1 and sends (> =
{k,R,dl,dg,‘..,dn,el,...,Bn_t+1}k0
to ug.

e Step 3. User ug decrypts C; to recover

}C,R, d], dz, . .,dn, €1y 3 Cn—it1-
Then . Ug
computes C' = {M}k and sends C3 =
{C,R, dl,d2, e ,Cln, €lyevey en—t-}-l} to
G.

When [ > ¢ participants from group G,
Say Uiy, Uiy, - - - , Uiy, get together and decide
to recover the message. Then they can re-
cover the message M by performing the fol-
lowing step:
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e Step 1. Compute secret shares.
For j = 1,...,l, u;; computes cgj =

{R}kE;,.

e Step 2. Identify cheaters. -

For j = 1,....,1, if h(c};) # d;, then |

~ u;; is a cheater.
Let H = {uq,,...,Uq,, } be the set of
honest users. If m < ¢ then they can-
not recover the message. - Otherwise,
they perform the following steps.

e Step 3. Recover the session key.
Using Lagrange interpolating formula,
the honest users compute a polyno-
mial f(z) passing through the points
(i,e;) for « = 1,...,n —t+ 1 and
(q;,Cq;) for 2 = 1,...,1. The session

key k = f(0).

e Step 4. Decrypt the ciphertext.
The plaintext message M = {C'}k.

It is easy to see that only the users spec-
ified in G will be able to recover the session
key k. Since h(c;) = d;, every member in
G can verify the correctness of a submitted
share. Therefore, the session key and hence
the message can be correctly recovered as
long as the number of honest participants is
equal to or greater than ¢. ‘

This scheme can be adopted to enhance a
key authentication server, such as Kerberos,
to support threshold decryption service.

5 Conclusions

In this paper, two simple threshold decryp-
tion schemes based on existent cryptosys-
tem are proposed. The first scheme requires
no session key and is based on public key
cryptosystems. It is most suitable for send-
ing short messages. The second scheme can
detect cheaters and is based on symmetric
cryptosystems. It can be adopted to en-
hance a key authentication server, such as

Kerberos, to support threshold decryption
service.
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