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Abstract

One of important . features to be used for image
thresholding is the gray-level co-occurrence matrix. A
threshold decomposes a co-occurrence mairix into four
quadrants  which  correspond  to  background-to-
background (BB), background-to-foreground (BF),
Joreground-to-background (FB), Joreground-io-
Joreground (FF) respectively. In this paper, thresholding
techniques based on maximization of Shannon's entropy
and minimization of relative entropy are studied and
compared, particularly, those developed by N.R. P et al-
S.K. Pal, Kittler-Illingworth and Chang et al. The former
(i.e., Pal-Pal's technique) maximizes Shannon's entropies
of sum of BB and FF or sum of BF and FB, whereas, the
latter (i.e., Kittler-Illingworth and Chang et al’s methods)
minimizes the relative entropy between an original image
and a thresholded image. Despite the difference in
optimization, all the three approaches are indeed closely
related. Conceptually, they are developed based on a
general design rationale widely used in pattern
classification, namely, while minimizing the differences of
samples within class, the differences of samples between
class are also maximized. As a result, their performances
can be well explained in terms of the concepts of within
class and between class.

Key Words: Thresholding Local eniropy (LE), Joint
entropy (JE), Global entropy (GE), Minimum error
thresholding, Local relative entropy (LRE), Joint relative
entropy (JRE), Global relative entropy (GRE)

1. Introduction

Entropy is an uncertainty measure first iniroduced by
Shannon to information theory to describe information
contained in a source governed by a probability law (1).
The principle of maximum entropy is that when a priori
knowledge is not given, the best onme can do is to
maximize the uncertainty, i.e., entropy. For instance, if an
experiment is conducted based on an unknown probability
distribution which canmot be estimated a priori, the best
approach is to assume that all outcomes of the experiment
are equally likely which resuli in the maximum entropy
_ (unceriainty). This is intuitively appealing since if one
does not have any preference among samples, the best way
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is not to iniroduce any biased knowledge into the decision
process but treat all samples equally important in which
case the probability distribution is assumed to be
uniformly distributed, thus it yields the maximuim eniropy.
Maximum entropy approach has been widely used in
signal processing community. In image thresholding, Pun
[2,3] and Kapur et al.[4] considered the entropy of the
gray level histogram and selected a threshold value io be
one which yields the maximum entropy. However, the
drawback of their approaches is that the spatial correlation
of the image was not taken into account and only
information of gray levels was concerned. Therefore,
different images with an identical histogram generate the
same entropy and so, produce the same threshold. In order
to alleviate this problem, Sklansky [5] used the co-
occurrence matrix of gray levels as an estimate of the
distribution of pairs of gray levels separated spatially by a
specified displacement vector. Haralick ef al.[1] proposed
several measurements that can be employed to extract
useful texture information rvesulting fromm the co-
occurrence mairix. Conners and Harlow [7] concluded
that from a theoretical point of view, the co-occurrence
matrix of gray levels resulted in the best discrimination.
Consequently, it could be used as an information criterion
for the global texture analysis. More specifically, the co-
occurrence mairix can be viewed as a feature space so that
the measurements defined on the co-occurrence matrix
should be able to provide information for feature
exiraction. _

Owing to above works N.R. Pal and SK. Pal [8]
derived two second-order eniropy definitions based on the
co-occurrence matrix, called local entropy (LE) and joint
entropy (JE). Assume that ¢ is a value to be used for
thresholding an image. The ¢ decomposes the co-
occurrence mairix inio four quadrants which correspond
to  background-to-background (BB), background-io-
foreground (BF), foreground-to-background (FB),
foregronnd-to-foreground (FF) respectively. According to
Pal-Pal's definitions, the local entropy is defined as the
sum of eniropies of BB and FF and joint entropy as the
sum of entropies of BF and FB.The entropic thresholding
developed by Pal and Pal is to select a threshold which
maximizes either LE or JE.

Using relative entropy as a thresholding measure
was first studied by Kittler and Ilingworth[9] which is



called minimum error thresholding (MET). The
underlying assumption of their approach is that the image
1o be thresholded can be modeled by a mixture of two
Gaussian distributions with appropriate weights where the
two Gaussian distributions are used to describe the image
background and foreground respectively and the weights
are determined by a threshold . The desired threshold is
one which generates a Gaussian mixture that best maiches
the original image gray-level histogram. The criterion to
measure the matching discrepancy between a Gaussian
mixture and the image histogram is relative entropy.
Unfortunately, Kittler-Illingworth's MET will not work
well if the image cannot be well separated and
approximated by a Gaussian mixture.

Instead of following Kiitler-Illingworth's idea,
Chang et al.[10] recently developed an alternative relative
entropic thresholding, hereafter referred to as GRE,
which also used relative entropy as a measure to describe
the mismatch beiween an image and a thresholded image.
Surprisingly, what Pal-Pal's approach is to Pun-Kapur ef
al.'s entropic method is what Chang ef al's GRE is to
Kittler-Ilingworth's MET. Kittler-Mlingworth's MET and

Pun-Kapur et al.'s methods dealt with fitst-order entropies -

generated by a gray-level image histogram, whereas, Pal-
Pal's and Chang et al.'s approaches consider second-order
entropies generated by the gray-level co-ocurrence matrix
of an image. Furthermore, a crucial difference between
entropic thresholding and relative entropic thresholding is
that the former finds a value which maximizes entropy
and the latter finds a value minimizing relative entropy.

Since Pun-Kapur et al.'s method is not comparable
to Pal-Pal's method, it will not be discussed in this paper
but referred to references [2,3,4]. Only Pal-Pal's entropic
thresholding, Kittler-Illingworth's MET and relative
eniropic thresholding including Chang et al.'s GRE will
be studied and compared. In particular, a global entropy
(GE) and two relative eniropies[11], called local relative
entropy (LRE) and joint relative entropy (JRE) are
introduced so that GE, LRE and JRE are the counterparis
of Chang at el.'s GRE[10] and Pal-Pal's LE and JE in
entropic thresholding respectively.

In this paper, three entropies (LE, JE and GE) and
four relative entropies (Kittler-Illingworth's MET, LRE,
JRE, Chang et al's GRE) are considered for a
comparative study. Because Pal-Pal's LE maximizes the
sum of the entropies of gray-level transitions within
background and foreground, it is expected that LE
thresholding works best among three entropy-based
thiesholding techmiques. On the other hand, JRE
ouiperforms Kittler-lllingworth's MET, LRE and GRE
since it minimizes the mismaich of the gray-level
iransitions between background and foreground.
Experimental resulis support this justification.

2. Entropy Thresholding
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Entropic thresholding is a technique using entropy as a
criterion io threshold an image. The concept of entropy
has been widely used in data compression to measure
informnation content of a sonrce. Suppose that an L-symbol
source X is governed by a probability disiribution
p=[p(Q),.,p(L)] Then the information generated by

source X can be described by iis entropy H(X) defined as
follows.

)4
H(X)=—2p(j)logp(1)

J=1
Since an image can be viewed as a source with the
probability distribution given by its gray-level image
histogram, the spatial information contained in the image
can be characterized by the entropy of the histogram. Pun
[2,3] and Kapur ef al. [4] used this concept to derive two
thresholding algorithms. As mentioned previously, their
approaches did not take the spatial correlation into
consideration. As a result, two completely different
images with an identical histogram will generate the same
threshold. One way to fix this problem is to consider the
gray-level  co-occurrence matrix which contains the
information of iransitions between any pair of two gray
levels in the histogram in such a manner that the spatial
correlation will be appropriately taken care of by the co-
occurtence matrix.

2.1 Gray-Level Co-occurrence Matrix

Given a digital image of size MxN with L gray levels
G={0, 1, 2, ..., L-1}, let the gray level of the pixel at the
spatial location (x,y) be denoted by (x,1). Then the image
can be represented by the matrix p=( ¢ (x,y)] - A €O

occurrence matrix of an image is an Lx[ dimensional

matrix, =] ti Vs which contains information about

spatial dependency of gray levels in image F and the
number of transitions between two gray levels specified in
a particular way. A widely used co-occurrence matrix is
an asymmetric matrix which only considers the gray level
transitions between two adjacent pixels, horizontally right

and vertically below. More specifically, let Ly be the

(i,/)th enity of the co-occurrence matrix . Following the
definition[8],

M N '
tp=2 2 8(1,k) Q]
7=l k=1
where
5. K)=1,iF f(}],k)=1', f(],k+1)=], and [l or
f(l,ky=1, fF{I+1,f).
§5(1,k)=0, otherwise

It should be noted that the co-occurrence matrix
defined above comsiders only horizontally right and lefi
transitions as well as both vertically above and below
transitions since it has been found that including
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horizontally left and vertically above transitions does not

provide significant information and improvement.
Normalizing the total number of transitions in the

co-occurrence mairix, we

obtain the desired transition probability from gray level i

to j as follows.
L-11-1

Pl =t 100 ) ) @

=l j=1
2.2 Quadrants of the Co-occurrence Matrix

Let ; e be a threshold of two classes (foreground
and background) in an image. The co-occurrence matrix
defined by (1) partitions the matrix into four quadrants,
namely, A, B, C, and D, shown in Figure 1.

t L-1

A(BB) B(BF)

C(FB) D(FF)

L-1
Figure 1: Quadrants of a Co-occurrence Mairix

These four quadrants may be separated into two
classes. If we assume that pixels with gray levels above
the threshold be assigned to the foreground (objects), and
those below, assigned to the background, then, the
quadrants A and C correspond to local transitions within
background and foreground respectively, — whereas,
quadrants B and D represent transitions across the
boundaries of background and foreground. So, as
commonly used in pattern classification, the former can be
referred to as within-class quadrants and the latter is
referred to as between-class quadrants. The probabilities
associated with each quadrant are then defined by

1 i1 t L-1
=55 pli, ) By =Y, . pGi. ),

=0 j=0 i=0 j=t+1

-1 I-1 I-t ¢
Pi=y Y pl.i)Fy= 3 2 pi0)
ist+l j=0

i=t+4] j=t+1
The probabilities in each quadrant can be further defined
by so called "cell probabilities”.
I,J / (Z _lzﬁo ;

ij =P(-‘1J) 2 o n s
pA( )] P o Z] N _DZM ,) 5 gozpo ' @
Ps(i) = P;;J)’ Pt )= p;;), P, )= P(”) (&)

for 0Si<r0<j<t

2.3 Local Entropy, Joint Eniropy and Global Entropy
Methods

Three definitions can be derived based on the cell
probabilities given by (4-5), each of which yields a
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different method. The first two were proposed by N.R. Pal
and S.K. Pal[8] which are called local entropy (LE) and
joint entropy (JE) methods. The third one, GE, will be
referred to as global entropy method which was defined in
reference [11] but not included in reference [8].

2.3.1 Local Entropy (LE)

Since quadrant A4 and quadrant C contain the local
transitions from background to background (BB), and
objects to objects (FF), the local eniropy of background
and local entropy of foreground by Hgp(#) and Hpp(1) can
be defined respecﬁvely as follows.

HBB(t)=——Z T1!7,4(1,1)101%19,4(1 J) ®
I—O] 0
y Lt L .

Hpp()=-3 T Zpcl.Nlogpcl.j) Q)
i=t+1 j=t+1

Tt should be noted that (6) and (7) are determined by the
threshold ¢, thus they are function of £.

By summing up the entropies of the foreground and
the background, a second-order local entropy can-be
obtained by

Hy p()=Hpp®)+HEp(1). @®
Obviously, Hy g(t) describes the entropy of within-class
quadrants and can be also called "within-class entropy" to
reflect the characteristic of quadranis A and C. The LE
method proposed by Pal and Pal[8] is one to select a
threshold which maximizes the Hj p(¥) over £.

2.3.2 Joint Entropy (JE)

Alternatively, quadrant B and quadrant D prowdes edge
information on transitions from background to foreground
(BF) and foreground to background (FB). In analogy to
the local entropy defined above, a second-order joint
entropy of the background and the foreground was also
defined by averaging the entropy Hppm(t) resulting from
quadrant B, and the entropy Hppg(®) from quadrant D as
follows,

Hjp®t) = Hgp)+ HEp(®) ®
where
Hpp(H= —— Z EPB(I,J)logPB(I D
1 0] t+1
Hpp(t)= -— Z ZpD(l Nlog pp (. j)
x t+1j=0

Similarly, H jg(t) can be called "between-class entropy" o
reflect the gray-level transition activities in quadrants B
and D. The method finding the maximum of (9) is called
JE method which is the second algorithm developed by
N.R. Pal and S.K. Pal [8].

2.3.3 Global Entropy (GE)

The global entropy Hg(¥) is simply defined as the
sum of the local entropy Hyp(t) and the joint emiropy
Hyp®),ie.,

HGE(l‘) Hr g+ Hjp® (10)

A value which maximizes Hgp(t) is called the
global entropy threshold. It should be noted that Pal and



Pal did not define the GE. However, the GE turns out to
be the counterpart of Chang ef al's GRE [10]. Since GE
is the sum of LE and JE, it can be expecied that the
performance based on GE will be moderate between LE
and JE. The experiments seem to jusiify this claim. Since
LE, JE and GE are all image-dependent, when there is no’
preference to choose LE or JE, GE may be a good
candidate for a compromise.

3. Relative Entropy-Based Thresholding

In information theory relative entropy has been used
to measure the dissimilarity between two sources. The
smaller the relative entropy, the more similar the two
SOUICes.

Definition of Relative Eniropy

Let two sources with L symbols be described by
probability  distributions  p=[p(l),...p(L)] and h=
[h(l),...h(@L)]. The relative entropy between p and /& (or
more precisely, the entropy of p relative to /) is defined by

Jpihy= £ plogED

Jj=1 k(i) . )
The definition given by (11) was first introduced by
Kullback[12] as a distance measure between two
probability distributions, thus it is sometimes called
Kullback-Leiber's discrimination distance function. Two
other synonyms are also used in the literature, cross
entropy and directed divergence. As the definition implied,
the smaller the relative entropy, the less the discrepancy;
thus, the better the match between p and /4. It should be
noted that in the definition of relative entropy (11), the
source given by p is considered to a nominal source and
the source given by 4 is one trying to match the source p.
Furthermore, the relative entropy is not symmetric. In this
paper, the original image is always designated to be the
nominal image and the thresholded image is the one

which tries to maich it.

3.1 Kittler-Illingworth's Mininum Error Thresholding
(MET)

The comcept of wusing relative entropy for
thresholding was first suggested by Kittler and Illingworth
[9] where they assumed that an image can be modelled by
a mixture of two Gaussian distributions. More specifically,
let pyye(i) be the original histogram disiribution of the
image and ¢ be a threshold. Assume that ¢ segmenis the
image into the background and foreground both of which

R PR
are modelled by Gaussian distributions, PB () ana PF @)

ton : .
respectively. Pmix() is a mixture of these two Gaussian
distributions, i.e.,

Phix (1) = aipp () + a pr @)

¢ i ] )
where @1 and @2 are weights determined by the
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portions of the background and objecis in the image.
Namely,

¢ o |aiphG) ifi<t
Pmix @) = tE oo e
aspp() izt
Kittler-Illingworth's MET is to find a threshold ¢
which minimizes the mismatch between py.,.(1) and

Prnz() over . The criterion they used to measuie the
matching discrepancy between these two probability
distributions is relative entropy given by (11).

Using (11) Kittler and Illingworth formulated a
thresholding problem as a minimization problem of

NN
J(Prure (); Pmix ) over ¢, called the minimum error
thresholding problem. The desired threshold is one

achieving the minimum of 7 (Pure @ Pmis@) denoted by
t*, Then J(Drure (1); Prl;u'x (’)) =min; J(Ppyre (i);Prtm'x @» and the
Pmix@) is the Gaussian mixture which best matches the
true gray-level histogram, ppg.,, of the original image. As
a result, if the background and foreground are well
separated, we may expect that the Kittler-Illingworth's
MET will work very well. However, this assumption is
generally not true in many practical applications. In the
next section, we will present an alternative but completely
different approach from MET which is also based on the
concept of relative entropy.

3.2 Relative Eniropy Approaches Based on Gray-Level
Co-occurrence Mairix

Since the gray-level histogram does not consider the
spatial correlation, the co-occurrence mairix of an image
is considered. As defined previously, the co-occurrence
matrix describes the frequency of transitions of one gray
level to another in the image. If p(i) and %(i) defined in
(11) are replaced by the tramsition probability, p(ij)
generated by the co-occurrence matrix and the transition

probability, (i, ) generated by the binary image
thresholded by the threshold f respectively, then the
probability distribution K (.j) which minimizes the
relative entropy between p(ij) and *'G./) will be the
desired co-occurrence mairix which best matches the co-
occurrence matrix of the original image. Since the gray-
level transitions generally reflect jumps in gray levels, the
approach described above can be used to detect edges, thus,
it should have good capability of thresholding.

As noticed in Kitder-Illingworth's MET, their
method is based solely on the first-order gray level
histogram of an image, exploiting the spatial dependency
of the pixel values in the image can help to determine a

© better threshold. The proposed idea extends their first-

order telative eniropy to a second-order joint relative

| T
enitopy between p(ij) and B G.)). Since transition
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probability distributions defined by the co-occurrence
matrix contain the spatial information which reflects
homogeneity of within-class quadrants A and C in Figure
1, and changes across boundaries in between-class
quadrants, B and D in Figure 1, one can envision that a
better result may be obtained if the thresholded bilevel
image is chosen 1o be the one which has the best transition
match to that of the original image in terms of relative
entropy.

Let the jointly relative entropy of the probability

distributions p(i, ]) and 1" (i.7) be defined by:

Ky =2 5 plpog HEL
i=0j=0 L) (12)

where p(ij) and *'(G./) are the transition
probabilities from gray level i to gray level j of the
original image and the binary image respectively.

Minimizing (%) over ¢ generally renders a binary
image which best matches the original image. It should be
noted that when we threshold an image, we basically
assign all gray levels in an original image two gray levels
(in this paper, 0 and 1 are used) which correspond to
background and foreground.
3.2.1 Co-occurrence Matrix of a Thresholded Image
Assuming that ¢ is the selected threshold. By
assigning 1 to all gray levels above threshold ¢,
Gp={t+1,..., L-1} and 0 to all gray levels below ¢, Gy={0,
1,.., 1}, we obtain a binary image where the gray levels in
G will be treated equally likely in probability, so are gray

levels in G5. The resulting h'(i,1) can be found as follows
(see Figure 1).
Pt

WG, =gy =—2A - for0<i<s, 0<j<t
4, j)=q4 = CiDea D) J

P}
hG.j)=qh=——E  for0<i<t, t+1<j<L~1
p(i.J)=qp = DG 1D i J

i
L, N=gh=—-—"C . g 1<i<L-1, t+1<;<L-1
heG,j)=q¢ D)’ ort+1<i t J

———PQ———; fort+1<i<L-1, 0<j<r
+Dx(t+1) 13)

where, P4, P5, P& and Fb are defined by (3). For
each selected 1, 4G.J) |

hgG.j), e (,J), and "b(.)) are constants in each
individual quadrant and only depend upon the quadrant to

RpG, ) =qp =

which they belong. Therefore, they can be denoted by 4 s

£t t .
4B, 9C, and 9D respectively.
3.2.2 Three Relative Eniropy-Based Methods

By ex*panding (14),
Jph)="S T pli,j)log L)
i=05=0 Z(I ¥
L-11-1 L-1L-1 P
=2 T pli, Nlegp(i, - T T pli, Hlogh' (i)
i=0 j=0 i=07=0 (14)
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Because the first term in the above equation is
independerit of the threshold ¢, minimizing the relative
entropy (12) is equivalent to maximizing the second term
of (14).

The second term of the right side of (14). can be
further simplified as follows.

L-1 Lt

22 PG Dleg K (i, j) = Zp(r Nlog quZp(t Nlog g

=0 t=0

+ 7 pi, Hlog gz + 7 p(i, Hlog ¢y
c » A

= E.(i, Hlog g + Py(i, Hlog g} + ol Nlog 4t + Poli, Nlog g, (15)

This implies that in order to obtain a desirable -
threshold to segment the foreground from the background,
only the last expression in (15) needs to be maximized
overt,

In analogy to Section 2, three different relative
eniropies can be defined based on the global feature of
gray-level iransitions; the local feature of gray-level
transitions within background and foreground; and the
Joint feature of gray-level transitions from background to
foreground and foreground to background respectively.
Herg(1) = P40, )loggly + P (i, j)logqp + Fo (i, )loggl + Pp(is j)logqh
Hyre(t) = Pyi, )oggly + Po i, )log gl
Hygg(!) = Pp(i, /)logqh + Fp i, j)log g (16)
From (16), three relative entropy-based methods can be
derived as follows.

1. Local Relative Entropic (LRE) Thresholding

The local relative entropic thresholding (LRE)
method defined below has its counterpart in entropic
thresholding (i.e., Pal and Pal's LE) which is to find a
value {LRE maximizing Hrre ()

LIRE = arg, {mf‘XHLRE ®)} an

In this case, LRE calculates the maximum relative entropy
of BB and FF,
2. Joint Relative Entropic (JRE) Thresholding

In analogy to LRE, the joint relative entropic (JRE)
thresholding method is also the counterpart of Pal and
Pal's joint entropy (JE) method which is to find a value

IJRE to max Hmre(®),
entropy of BF and FB.
LJRE = arg; {mtaXHJRE O}

(18)

3. Global Relative Entropic (GRE) Thresholding
Unlike LRE and JRE, the global relative entropic
(GRE) thresholding method{10] maximizes the relative
eniropy of all the four quadrants. It is to find a value

IGRE maximizing Hore (1),
IGRE = a1g; {mfoGRE (O}

ie., the maximum relative

(19

It is very interesting to note that according to our
experiments in Section 4, JRE generally performs betier
than LRE. This is becanse that JRE is designed to
maximize the relative entropy of the gray level iransitions
between iwo classes, background and foreground. It is the
opposiie of Pal and Pal's entropy thresholding where LE



method seems beiter than JE method in which case LE
maximizes the enitopy of within-class quadrants of
background and foreground. Like the case of GE , the
performance -of GRE is better than LRE and comparable
to JRE, but occasionally outperforms JRE as seen in
Experiment 2 give below.

4. Experimental Results and Comparative Study

In this section, entropic thresholding, Kittier-
Iingworth's MET and relative entropic thresholding will
be examined and compared through four experiments. All
figures labelled by (a) are original images along with their
gray-level histograms labelled by (b). Images thresholded
by entropic thresholding, GE, LE and JE are labelled by
(c), (d) and (e) respectively. Images produced by Kittler-
litingworth's MET is labelled by (f) and images are
generated by relative entropic thresholding, GRE, LRE
and JRE are labelled by (g), (h) and (i) respectively.

4.1 Experiments

The following 4 images are selected for experiments
because they can be used to demonstrate the performance
of relative entropic thresholding relative to entropic
thresholding.

Experiment 1: Lena-Figure 2(a)

Figures 2(c-i) were produced by r=159 for LE,
t=124 for JE, t=136 for GE, =138 for MET, =166 for
LRE, =203 for JRE and t=170 for GRE . As shown in
these figures, three entropic thresholding methods
perform nearly the same and so do the three relative
entropic thresholding methods. However, it is very clear
that the relative entropic thresholding performs differenily
from eniropic thresholding. The quality of images
generated by the former seems better than that by the
latier since the former describes more details of Lena's
face including her mouth while the latter missing Lena's
mouth.

Experiment 2: Coffee cup-Figure 3(a)

The histogram of the coffee cup image is very
interesting. The images produced by relative entropic
thresholding. GRE produced the threshold value =237
which picks up the open edge of the cup while LE, JE and
GE show the side edges of the cup and miss its open edge.

Experiment 3: Building-Figure 4{a)

Compared to the gray-level histogram of the coffee
cup image, Figure 3(e), the building image has a very
similar gray-level histiogram disiribution, Figure 4(¢). So,
it is not surprising that both coffee cup and building
generate the same GRE ¢= 237 since GRE is calculated
based on the complete co-occurrence mairix, ie., 4
quadrants. Unlike GE, GRE and MET, LE, JE, LRE and
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JRE are calculated based on only two quadranis. It is
anticipated that they will generate different threshold
values. LE, JE, GE, MET, LRE and JRE generate close
thresholds =166, 1=172, =172, =238, t=213 and =233
respectively. As a result, the corresponding thresholded
images, Figure 4(b) and Figure 4(c) are close. However,
Figure 4(d) produced by the relative entropy using
threshold =237 is quite different from Figures 4(b-c). The
local entropy and joint entropy seem to give a better
description of the building while failing to pick up the
middle edges of the building and the ouiside stairs which
was shown in Figure 4(d). The reason for this we believe
is that the relative entropy can best match all possible
iransitions made from one gray level to another in
particular regions such quadrants (A,C) or (B,D).

Experiment 4: Vapor cloud-Figure 5(a)

The chemical vapor cloud image shown Figure 5(a)
was taken by a forward looking infrared (FLIR) imager
and has very narrowly concentrated histogram. The cloud
is barely visible in Figure 5(a). As shown in Figures 5(c-i),
JRE (¢=199) generates the best description of the vapor
image while JE (f=206) producing the worst quality of the
image. The images obtained by LE, GE, MET, LRE and
GRE seem moderate with thresholds spread from 183 to
199. This example shows that the thresholded images are
very sensitive to threshold values. A reckless threshold
selection may result in significant degradation in image
quality.

Table 1. Images versus thresholds for seven methods

Images GE LE JE MET GRE LRE JRE
1. Lena 136 159 124 138 170 166 203
2. Coffeecup 156 130 156 238 237 237 121
3.. Building 172 166 172 238 237 213 233
4. Vaporclond 192 193 206 190 193 192 199
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As shown in Table 1, the thresholds are image-dependent.
In addition to the above 4 experiments, we have also done
more experiments. The results show that LE and JRE
perform better than do JE, GE, MET LRE, GRE in most
of cases and JRE generally outperforms LE. It is also
shown from experiments that relative entropic
thresholding can complement entropic thresholding in
terms of providing different details which were missed by
entropic thresholding. Tt is particularly true for the above
images. Based on conducted experiments, it indicates that
relative entropic thresholding tends to generate higher

‘threshold values than does entropic thresholding.

4.2 Comparative Study

In this subsection, seven thresholding methods (LE,
JE, GE, Kittler-llingworth's MET, LRE, JRE and GRE)
will be discussed and studied. Their relative performances
will be also compared.
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4.2.1 Entropic thresholding

The idea of Pal-Pal's methods is to apply the
principle of maximum eniropy to two classes of quadranis
resulting from thresholding the co-occurrence matrix (see
Figure 1). One class consisis of BB (quadrant A) and FF
(quadrant D) which can be comsidered as within-class
quadrants and the other is made up of BF (quadrant B)
and FB (quadrant C) which can be regarded as befween-
class quadrants. While LE thresholding maximizing the
entropy of within-class quadrants, JE is to maximize the
entropy of beiween-class quadrants. As expected, LE
performs betier than JE because LE tries to maximize the
information contained only in the background and
foreground given that no a priori knowledge is known.
Compared to LE, JE maximizes the information of gray-
level transitions between the background and foreground.
GE is simply to maximize the overall information in four
quadrants. Consequently, the performance of GE is
generally moderaie between LE and JE. However, if there
is the case that one camnot decide LE or JE for
thresholding, GE is probably a good candidate for a
COmpromise..

4.2.2 Relative Entropic Thresholding

Relative entropic thresholding is a different concept
from entropic thresholding in the sense that the former
uses relative entropy as a measure to minimize the
mismatch between an image and a thresholded image,
whereas the latter applies the maximum entropy principle
to thresholding an image. Two relative entropy-based
approaches are discussed as follows.

5, Conclusion

In this paper, entropic thresholding and relative
entropic thresholding techmiques are studied and
compared. A total of seven different entropy-based
measures are considered. Their performances vary since
all the techmiques are image-dependent. Nevertheless,
experiments have shown that JRE produces the best
results. Several studies using entropy/relative emtropy-
based thresholding are investigated{13]. One application
[13,14] is to define a speciral co-occurrence matrix to
replace the spatial gray-level co-occurrence matrix for
multispectral images. A similar approach to multispectral
images for temporal image sequences is also presented in
reference [13]. In addition, it is also found [13] that
relative entropic thresholding can be used as a criterion
for band selection for multispeciral/hyperspectral images.
An extension io relative entropic thresholding in multiple
stages for image segmentation was also considered in [15].
All these applications have demonstrated that relative
entropic thresholding may be a promising image
processing techmique in many areas mnot limited to
threshold selection.
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