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Abstract

Vector quantization (VQ) is an effective method of
data compression. Its decoding process is very simple
and a high compression ratio can be obtained. So, VQ
has been extensively used in image and speech compres-
ston. However, VQ has some difficulties such as the ef-
ficiency of codebook design process and the degradation
of edges. In the codebook design and encoding phases,
searching for the closest codeword is a highly computa-
tional process, especially for high dimensional vectors.
So, the Linde-Buzo-Gray (LBG) algorithm, the earliest
and the most famous algorithm for codebook generation,
s a time consuming algorithm. In this paper, our ef-
forts are to design an algorithm to generate a better
codebook and to reduce the computation time compared
with the previous algorithms in codebook generation.

Key words:. data compression, vector quantiza-
tion, codebook generation, distortion measure.

1 Introduction

In the recent years, image compression is a major
part of data compression because it is highly demanded
in many applications such as video conferencing, televi-
sion transmission, image database and archiving medi-
cal images. In the image compression, the insignificant
information can be removed from images. Because the
images are tested by the human visual system, the qual-
ity of images depend on the perceptual entries such as
the contours of regions and edges. So, we can reduce
much redundant and insignificant information to get a
high compression ratio. The quantization method is an
effective tool for image compression to achieve a high
compression ratio. Several scalar quantization tech-
niques have been developed, examples include differen-
tial pulse code modulation, transform coding and hy-
brid coding [10,13]. However, Shannon’s rate-distortion
theory states that using vectors instead of scalars al-

ways get a better performance [12]. Therefore, vector
quantization (VQ) techniques are developed for image
coding applications [2, 10, 11].

The Linde-Buzo-Gray (LBG) algorithm is one of the
most famous algorithms for codebook generation [8]. It
is an iterative method to modify the codebook to a bet-
ter one, starting with an initial codebook. It usually
requires very much time. The maximum descent (MD)
algorithm [4] is another algorithm for generating code-
books. Initially, it treats the training set as a global
cluster, and then splits it repeatedly until the number
of clusters reaches the size of the codebook. Again,
some steps are wasted in the MD algorithm. In this
paper, we first propose a splitting algorithm to split a
cluster into two clusters. This algorithm is based upon
the simple longest distance partition heuristics. Then,
using this splitting algorithm, we propose our codebook
generation algorithm, called the longest distance first
algorithm. The structure of our algorithm is similar to
the MD algorithm, which splits the training set from
one cluster into many clusters. By our experiments,
the quality of codebook generated by our algorithm is
superior to the LBG algorithm and the MD algorithm.
Here, the distortion measure used to measure the qual-
ity of decoding images is the square error (SE). Besides,
our algorithm is also faster than the two previous algo-
rithms,

The rest of this paper is organized as follows. In
section 2, we will introduce the vector quantization.
In section 3, we will briefly review the previous algo-
rithms for codebook generation. In section 4, we will
propose our algorithm for generating good codebooks
and present the philosophy of our algorithm. In section
5, we will give the experiment results and compare the
performance of our algorithm with the previous algo-
rithms, And finally, a conclusion will be given in section

6.
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2  Definitions and Notations

In the image vector quantization [13], the first step
is to decompose the input images into small blocks. We
call these small blocks as vectors. Then, we choose the
vectors of some representative images as the training
set from which the codebook is generated. Moreover,
each vector selects a best matching codeword from the
codebook. The data compression is achieved by stor-
ing the codebook and the index of the best matching
codeword of each vector. When we want to restore the
images, we use the index to find the codeword in the
codebook to reconstruct the images. The formal defi-
nition of VQ is as follows.

Definition 1 An N-level k-dimensional vector quan-
tizer is a mapping Q of k-dimensional Euclidean space
R into a finite subset V of RE. In other words,
Q : R* — V where V.= {v1,va,...,un} is the sel of
reproduction vectors(codewords). V is called the code-
book.

A vector quantizer is completely described by
the codebook and the Voronoi partition, C =
{C1,Cq,...,Cn}, where C; = {z|Q(z) = v;} is the
set of the input vectors whose codeword is v;.

Because we use the codewords to reconstruct the
image, there exists distortion between the original im-
age and the reconstructed image. The distortion mea-
sure function d(z,v;) is used to measure the distor-
tion between z and v; where z is an input vector and
v; = Q(z). Many kinds of distortion measure have been
proposed in the literature [8]. The square error(SE) is
the most commonly used distortion measure because of

its mathematical convenience. The definition of square
k-1

error distortion is d(z,v;) = Z |z; — vij]?, where ¢ =
ji=0
(€0, %1, ..., 2r—1) and v; = (Vi,0, Vi1, - -, Vi k—1)-
In this paper, we use the square error as distortion
measure.

3 Previous Algorithms for Codebook
Generation

In this section, we will briefly review two previous al-
gorithms for codebook generation: the LBG algorithm,
developed by the Linde, Buzo and Gray [8] and the
maximum descent (MD) method proposed by Chan [4].

Linde, Buzo and Gray (LBG) algorithm (8] is an
iterative, non-variational technique extended from the
design of scalar quantizer proposed by Lloyd [7,9]. This
algorithm is as follows: At step 1, N initial codewords

are chosen. There are many methods to choose the ini-
tial codewords. The simplest initialization is choosing
codewords from the training set randomly. We can also
choose evenly spaced points in the vector space as the
initial codewords. In LBG algorithm, a splitting tech-
nique is applied to generate the initial codebook. The
splitting technique is more reliable but it spends more
time than the method of random choice does. At step
2, each vector is assigned to its closest codeword, based
on some distortion measure and an exhaustive search.
At step 3, the vectors assigned to the same codeword
form a set. We find the centroid of each of these sets
as a new codeword. The centroid of a set is the vector
which minimizes the overall distortion error of the set.
These new codewords form the new codebook. The sec-
ond and third steps are performed repeatedly until the
overall distortion error changes by a small enough frac-
tion in two successive iterations. The execution time
of this algorithm is uncertain, because we do not know
how many iterations would be executed. With the LBG
algorithm, we can achieve the local minimum solutions
by iterating the two steps until the overall distortion
error does not change.

The maximum descent (MD) algorithm [4], proposed
by Chok-Ki Chan and Chi-Kit Ma, generates the code-
books with lower overall distortion errors and with
much less time computation time as cornpared with
the LBG algorithm. At the beginning of the MD al-
gorithm, it treats the training set as a global cluster.
This global cluster is partitioned into two new clusters
by a partition method. One of these two clusters is
further selected to be partitioned into two new clusters
according to a maximum distortion reduction criterion.
Then, we have three clusters. The process continues to
select one of the current clusters to split into two new
clusters such that the distortion reduction is maximum.
This process is terminated when the number of clusters
is increased to the size of the desired codebook. And
each codeword of this codebook is the centroid of one
of the clusters.

Suppose that cluster C; is partitioned into two non-
empty clusters C;, and Cj;. Let D(C;) be the total dis-
tortion errors in cluster C;, and D(C;) = Z d(z,v;),

z€C;
where v; is the centroid of C;. Then, the reduction

of distortion error AD; due to the partition of cluster
C; into C;, and Cy; is D(C’z') — [D(Cia) + D(C,'b)], ie.
AD; = D(C;)—[D(Cia)+ D(Cip)]. I both clusters Ci,
and C;p are not empty, AD; is always positive.
Suppose, now, there are M clusters. The distortion
reduction functions of all clusters are computed. Clus-
ter C} is selected to split into two new clusters Cj, and
Cjp if AD; > AD; for 1 < 4,j < M. Then we have
M + 1 clusters. When we continue to split the clus-
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ters, we need only to calculate the AD;, and AD;; of
the newly formed clusters Cj, and Cj;. Since AD;’s of
the other clusters have been computed in the previous
steps. So, to form N clusters, N — 1 splitting opera-
tions and 2N — 3 partition searches (to find the value
of AD) are required.

4 An Algorithm for Designing a Better
Codeébook

The structure of our new algorithm is very similar to
that of the maximum descent (MD) algorithm [4]. We
use the longest distance first method to choose which
cluster should be split instead of the maximum descent
criterion in the MD algorithm and we use the longest
distance partition technique to partition one cluster

_into two new clusters instead of the 2-level LBG par-
tition technique [4] or the hyperplane partition tech-
nique [4].

At the beginning of our new algorithm, we view the
whole training set as a global cluster. We use our new
splitting technique, the longest distance partition, to
partition the global cluster into two new clusters. More-
over, the centroid of each new cluster is calculated and
then, for each vector in each new cluster, we calcu-
late the distance between it and its centroid as its new
distance. Then, every new cluster finds the longest dis-
tance, which is the distance between the centroid and
the furthest vector in the cluster. We choose the cluster
whose longest distance is the maximum in all clusters
to be split into two new clusters. This is why we call
our method as the longest distance first method. The
above process continues until the number of clusters is
increased to the desired one.

In the MD algorithm with 2-level LBG partition
technique, the 2-level LBG algorithm is used first to
calculate the reduction of distortion of each cluster.
Then it chooses the cluster with maximum reduction
of distortion to split into two clusters. If some clusters
are not split before the algorithm terminates, then the
2-level LBG partition in these clusters are wasted. If
an N-level vector quantizer is designed, (N — 2) 2-level
LBG partitions are performed, but not really used.

The most benefit of the longest distance first method
is time saving. We only find the longest distance in ev-
ery cluster, not calculate the reduction of distortion.
Therefore, the longest distance first method requires
much less time than the maximum descent method
does. Although the longest distance first method saves
much time, one may think that the quality of the code-
books generated by this method is not very good. We
find that, in general, the clusters with large longest
distances usually have large distortions. If we can use
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more representative codewords in such clusters, we can
usually get more reduction of distortion. Therefore,
usually, our longest distance first method has good per-
formance.

Before we describe our longest distance partition
technique, let us see the Huygen's theorem [1,2]. We
need some notations as follows:

N: number of levels.

X: training set {z1,z2,...,2,}.

Cj: ith cluster of training vectors.

n;: number of training vectors in Cj.

v;: centroid (mean) of the training vectors in (.

W: centroid (mean) of all vectors in the training set.
And the following terms are defined:

d: the square error distortion measure function

k
d(y,z) = Z ly; — z|?, where
i=1
y= (y17y21"‘7yk)$ z = (zlvz2v'~
E: the overall distortion error,

N

E= Z Z d(z;,v;).
i=1z;€C;

V: the inter-cluster error,

N
v =y nid(v;, W).
i=1
I: the training set inertia,

n
I=5"d(z;, W).
ji=1

.y L’k)

Akrout had shown that Huygen’s theorem is £ =
I' — 7' [2], where I’ %I and 7' = L. But it is
wrong. We will prove that the correct Huygen's theo-
remis F =1~ .

Theorem 1 E=1-v.

Proof: According to the vector summation (See Figure

1)
(W —z5) = (W — v;) - (2; — v)
=W —z;) (W —2;) = [(W - v) — (zj — v)):
(W~ ;) = (z; — v:)]
=W =2 = (W —v;) - (W —v) + (2 — vi)-
(5 = i) = 2W —v;) - (2 — v;)
=W =il + |2 — vi* = 2(W —vy)-
(x5 — v)
= d(I/V, :Bj) = d(VV, ‘U,‘)-Ird(:L‘j, 'Ui)-—-Q(W—v,') '(.’L‘j —UZ‘)
Consider the vectors in cluster
C; = {:8,"1, 52, .- ‘,:L’z',n'.}, 1 <i < N. Then
ng

S d(W,zi5) = ned(W, ;) + > @iz, v)-
i=1 i=1

2(W - tl,') 2(332"]' - 'v,')

i=1
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Figure 1: Illustration of the vector summation. Vector
(1) = vector (2)— vector (3), where vector ()= (W -
zj), vector (2) = (W — v;) and vector (3) = (z; — vi)-

= n;d(W,v;) + Z d(z;j,vi),
j=1

because
. n,
E :(f”w —v) = E :‘”w = N
j=1 j=

i=1
=0
So,
N n, N
ZEd(W, '.L',"j) = nid(W, v,’)
i=1j=1 i=1
N n,
+sz(fﬁi,j,vz)
i=1lj=1
n N N
= S d(W,e;) =y nid(W, ;) + 3% dlzsw)
ji=1 i=1 i=1 z;€C;
That is,
. I=v+F
So,
E=1-v B

As we can see in Huygen’s theorem E = I — 7, the

“value of I is independent of the clustering processing,-

because I only involves the training vectors and the
centroid of the training set. As I is a constant value,

we can minimize the value of E by maximizing the value
N

of 7. Because ¥/ is equal to Z n;d(v;, W), maximizing

=

7 implies that each codew.'vordlL v; must be the furthest
from W. So, our longest distance partition technique
is to try to find two codewords such that these two
codewords are far away from the centroid of the cluster
being split.

In our longest distance partition, we first find the
vector which is the furthest from the centroid of the
splitting cluster as a new codeword. Then, we com-

pute the distance between each vector in the splitting
cluster and the new codeword. We choose the vector
with the longest distance to the new codeword as the
other codeword. The cluster now is split into two clus-
ters according to these two codewords. That is, the
vectors which are closer to the same codeword form a
new cluster, and the other vectors form the other new
cluster. Finally, we modify the two codewords to be
the centroids of the two new clusters respectively. The
last step is to minimize the distortion error in these
two new clusters. Our algorithm is formally described
as follows.

Algorithm Longest Distance Partition (LDP)

Input: The cluster

Ci={zi1,zi2--

splitting
.y -L’i,n(}'

Output: Two new clusters C; , and C; 5 and two code-
words of them.

Step 1: Calculate centroid v; of the splitting cluster
Ci.
Compute d(z; j,vi), 1 <Jj < nj.
Find z;, such that d(z;p, v;) = 12}%121(1(;1@;']-, ;).
Step 2: Compute d(z;,2;p), 1 <Jj < ni.
Find z; , such that
d(2; 0. 2: ) = d(zi ;25 0).
(®i,q,Tip) 1?}?51. (i, ip)
Step 3: Split cluster C; into C ; and Cj 5. That is, if
d(wi,j,zip) < d(wi 5, i,g) then
z;; € Cigelsex;j € Cip, 1 <j<me

Step 4: Calculate the centroids of Ci,‘a and C;p as two
new codewords.

If our distortion measure function d is square error,
Chan proposed a fast method [4] to determine which
cluster z should belong to. When we compare our new
splitting technique, longest distance partition (LDP),
with the 2-level LBG partition technique, our new tech-
nique requires 2n; comparisons more than one iteration
of the 2-level LBG partition technique. But the 2-level
LBG partition technique is an iterative method, it usu-
ally executes several iterations before the reduction of
distortion of two consecutive iterations changes by a
small enough fraction. Thus, our LDP algorithm usu-
ally requires much less time than the 2-level LBG parti-
tion technique. Moreover, because our LDP technique
is trying to find the codewords which is the furthest
away from the centroid of the cluster, we usually get a
good partition due to Huygen's theorem.

In the codebook generation algorithm, we propose
the longest distance first method to choose which clus-
ter should be split. We first calculate the distance be-
tween each vector and the centroid of its cluster, and
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find the vector which is the furthest away from the cen-
troid of its cluster. Then, we apply our LDP technique
to split the cluster.

Algorithm Longest Distance First (LDF)
Input: The number of levels N and the training set.
Output: The codebook.

Step 1: Split the entire training set into two new clus-
ters using our longest distance partition (LDP)
technique.

Step 2: Let the two newly formed clusters be C, and
Cy. Find the longest distances in C, and Cjy re-
spectively.

Step 3: Select the cluster with the maximum longest
distance in all clusters. Split the selected cluster
into two new clusters using our LDP technique.

Step 4: If the number of current clusters is N then
output the centroids of all clusters as the codebook
and halt; otherwise goto Step 2.

Although the performance of our LDF algorithm is
superior to the MD algorithm with 2-level LBG par-
tition technique, we can use the maximum descent
strategy combined with our splitting technique, longest
distance partition (LDP), to improve the quality of
codebooks. According to our experiment results, the
codebooks generated by MD algorithm with LDP have
higher quality than those generated by MD algorithm
with 2-level LBG partition technique and our LDF al-
gorithm. However, the execution time of MD algorithm
with LDP is more than that of our LDF algorithm due
to the maximum descent strategy. So, if we want to
have high coding quality, we would like to use the MD
algorithm with our LDP splitting technique. If a fast
algorithm is desired, our LDF algorithm is preferred.

5 Experiments and Performance Anal-
ysis

In this section, we will 1llustrate the performance of
our longest distance first (LDF) algorithm in local and
global codebook generation [13]. In the local codebook
generation, the training set is formed by the encoding
image 1tself. The special vectors of the encoding im-
age, such as edge and contour, are considered during
codebook generation. Therefore, codebooks generated
by this local method usually have good quality. In the
global codebook generation, we use some representative
images to form the training set, then use this training
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set to generate the global codebook. For an encod-
ing image, we only search the closest codeword in this
global codebook for each vector in the encoding image.
However, the coding quality in the global codebook gen-
eration is usually not very good if the encoding image
are not similar to representative images.

All simulations were performed on an IBM
RS6000/58H, and the simulation programs were writ-
ten in C language. All input images are standard
monochrome pictures of size 256 x 256 with 256 grey
levels, and the vector (block) size is 4 x 4. The dis-
tortion of the encoded image 18 measured by the peak
signal-to-noise (PSNR), which is defined as PSNR=

2

[— i 251;5 ——], where L x L =
T 2oimt =1 (¥ — 9ij)?

size of image, y;; = pixel value of the original picture
at coordinate (7,7), and g;; = pixel value of the repro-
duced picture at coordinate (2, 5) [4].

In each performance evaluation, six codebooks are
designed for comparison. The first one is generated
by Linde-Buzo-Gray (LBG) algorithm. And we choose
evenly spaced elements in the training set to form the
initial codebook of LBG. For example, Tm,Zmi(i41),
-+ Tmy((N—1)j+1) can be chosen as the initial code-
book, where z; is the ith training vector, m is an offset,
n is the number of training vectors, N is the number
of levels and j = % [7]. The distortion threshold ¢ is
chosen as 0.005. And we use a partial distance elimi-
nation method to search for the closest codeword. The
second one is generated by the pairwise nearest neigh-
bor (PNN) algorithm [3,7], which is very different from
the LBG algorithm. It begins with a separate cluster
for each vector in the training set and merges together
two clusters at a time until the desired codebook size is
achieved or the total distortion error is reduced to the
predefined threshold. Its purpose is to find a codebook
quickly. However, its codebook quality is not so good.
Sometimes, its codebook is used as an initial codebook
of another codebook generator. Thus, in our experi-
ment, the third codebook is generated by running LBG
algorithm with PNN codebook as its initial codebook.
The fourth one is generated by the maximum descent
(MD) algorithm with 2-level LBG partition technique.
The 2-level LBG partition technique uses the standard
splitting technique as described in Section 3.1 to initial-
1ze the codebook, and the distortion threshold ¢ is cho-
sen as 0.005. The fifth one is generated by our longest
distance first (LDF) algorithm. The last one is gen-
erated by the MD algorithm with our longest distance
partition (LDP) technique.

Figure 2 shows the original image of Lena, one of the
images on which we do experiments.

Table 1 illustrates the performance of the six algo-
rithms in local codebook generation. When we use

10log,,
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Figure 2: Original image of Lena

the local codebook generation method as a compres-
sion strategy, we usually want to get a codebook with
high quality. So, a full search with the partial distance
elimination method is used after the codebooks are gen-
erated by the MD algorithm with 2-level LBG partition
technique, our LDF algorithm and the MD algorithm
with LDP. The codebook size of this simulation is 256.

Table 2 illustrates the performance of the four algo-
rithms in global codebook generation. The codebook
size of this simulation is 1024. The bit rate, which is
the number of bits used to represent one pixel, is 5/8,
where bit rate=(log, N)/k, N is the codebook size and
k is the vector size [2]. The training set was extracted
from Lena, Tiffany, Camera and Kenwood.

By the above experiments, the execution time of
our LDF is slightly more than that of PNN. How-
ever, the codebook quality of our LDF is much better
than that of PNN. Besides, both execution time and
codebook quality of our LDF is superior to those of
LBG, PNN before LBG, MD with 2-level LBG. The
most important reasons are that the calculation in the
longest distance first method is reduced and the split-
ting technique based on Huygen's theorem works very
well. When we combine the LDP technique and the
maximum descent (MD) strategy, we can get higher
codebook quality with the loss of execution time. If
we want to have high codebook quality, we would like
to use the maximum descent strategy with LDP tech-
nique. If to reduce the execution time is desired, we
can use our LDF algorithm, including our LDP tech-
nique. On the other hand, when a global codebook is

used, the qualities of the imageés outside the training
set are almost the same among those algorithms. And,
they are not so good, which may be due to improper
selection of training set in our experiments.

6 Conclusion

The set clustering problem has been investigated
in many areas, examples include operation research,
statistic, geometry algorithm and data compression.
Because of the applications of each area, the criteria
of the set clustering problem are usually different. For
example, the minimax location allocation problem (the
P-center problem) in operational research [5] is to mini-
mige the maximum radius of all sub-clusters, where the
radius of each sub-cluster is the radius of the minimal
circle which can cover all points in this sub-cluster. And
the vector quantization (VQ) problem in data com-
pression is to minimize the sum of distortion function
between each vector and its corresponding codeword.
The set clustering problem is usually very hard. For
instance, the P-center problem is N P-hard [6]. So,
many heuristic algorithms have been proposed to solve
the set clustering problem with different criteria. In
this paper, our efforts focus on the vector quantization
problem in image data compression. And we devel-
oped a heuristic algorithm to generate better codebooks
and to reduce the computation time as compared with
the Linde-Buzo-Gray (LBG) algorithm and the maxi-
mum descent (MD) algorithm with 2-level LBG parti-
tion technique.

There are two issues that require further investiga-
tion. There are several variational methods of vector
quantization, such as the tree structure VQ, classified
VQ, hierarchical VQ and finite state VQ [10,13]. When
we apply our new algorithm on these variations, can
we obtain the codebooks which are still superior to the
codebooks generated by the previous algorithms? It is
the first issue that needs further investigation to an-
swer this question. Second, can we apply the idea of
our longest distance first (LDF) algorithm to solve the
set clustering problem with different criteria? It is ob-
vious that we can apply our LDF algorithm to solve the
P-center problem. Are the solutions generated by our
LDF algorithm as good as those generated by the pre-
vious algorithms? This is the second issue that requires
our further investigation.
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Execution time(sec) Percentage(%)
Algorithm
Im LDF-PNN | MD;pgg—LDF | MDypp—LDF
age LBG | PNN | PNN-LBG | MDyps | LDF | MD;pp IDF MDyBa MDipp
Training 243.54 | 25.14 401.26 30.14 9.17 14.43 63.52 69.58 36.45
set
(a)
PSNR(dB) Difference(dB
Algorithm
Lena 30.83 | 27.80 31.35 33.98 35.14 35.51 7.34 1.16 0.37
Tiffany 33.89 | 30.65 33.21 34.63 35.41 35.42 4.76 0.78 0.01
Camera 29.70 | 26.65 31.01 34.19 36.55 36.62 9.90 2.36 0.07
Kenwood 31.66 | 29.25 33.40 36.07 36.38 37.20 7.13 0.31 0.82
(b)
PSNR(dB) Difference(dB
Algorithm
Image |"LBG | PNN | PNN-LBG | MDype | LDF | MDypp | WPF-FNN | LDF-MDypg | MDrpp-LDF
Peppers 28.02 | 28.23 28.03 28.50 28.53 28.54 0.30 0.03 0.01
F16 26.44 | 26.92 26.63 26.89 26.91 26.96 -0.01 0.02 0.05
Baboon 22.89 | 23.04 22.80 22.96 22.99 23.00 -0.05 0.03 0.01
Shuttle 22.71 | 22.98 22.83 23.08 23.11 23.12 0.13 0.03 0.01
(©)
Additional time(sec) PSNR(dB)
Algorithm Algorithm
Image MDips | LDF | MD;pp | MDrps | LDF | MDipp
Training set 109.42 233.72 187.33 35.44 36.44 36.58
(@)

Table 2: Performance comparison of six algorithms for global codebook generation. Image size: 256 x 256, grey level:
256, vector size: 4 x 4, codebook size: 1024. (a) Execution time for images within the training set. (b) Distortion
for images within the training set. (c) Images outside the training set. (d) Using the codebooks generated by the
MD with 2-level LBG partition algorithm, the LDF algorithm and MD with LDP algorithm as initial codebooks
of the LBG algorithm.
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