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Abstract

In a distributed computing netvvo;'k, various types of
resources attached at nodes, such as disks, main memory,
residentp ograms, and printers, could be shared among
applications. To promote the resource utilization, an
efficient resource allocation algorithm for application
requests should be developed. In this paper, our system
model considers the factors such as the computation power
of nodes, the upper limit of shared programs, th
transmission bandwidth of peripherals,  the channel
bandwidth, and the quality of service (QoS) requirement of
applications. Based on it, we propose three resource
allocation situations,

algorithms used in d  ifferent

respectively. The simulation results show that our
algorithms have a near optimal solution.
Keywords: Distributed computing networks,

resoutrce

allocation, network bandwidth, QoS, resource utilization

1 Introduction

In recent years, computer networks are quickly expanding
and prevalent so that a large amount of applications has
been developed to solve different problems. How to make
use of the finite resources efficiently in a network is a
critical topic. Furthermore network bandwidth could be
also viewed as a valuable resource when a remote access is

required in an application. That is because when available
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network bandwidth is not enough to use, data transmission
will become very slow. This phenomenon occurs frequently
in a multimedia system. To reserve network bandwidth for
more applications, QoS concepts or problems have been
widely discussed and explored as a means to trade
application quality for application availability in case of
system resource contention [4]. To support such an
application need, there has been a large body of researches
on QoS-based system resource management [6], such as
RSVP - a resource reservation protocol for communication
networks [9], processor reservation [8], and local
multi-resource reservation and adaptation [5].

In the past, researches addressing the resource allocation
problems in distributed computing networks focus on
dispatching resources among the nodes in a network [2, 3],
connecting the nodes [1], finding the Minimum Spanning
Tree on a connected graph to reduce the overhead of data
transmission in  a network [10], and allocatin
communication channels {7] in order t o fit the requirements
of network reliability In our system model, the resources
are assumed to have been dispatched among the nod es, and
we try to allocate the resources as possible as we canin
order to increase the number of concurrent applications
and/or reduce the execution time of all applications. Ina
word, the problems addressed here are totally different

from those of the literatures published before.

To reflect the real world, the factors involved in oursyste



model are considered as sophisticated as possible, includin
the computation power of nodes, the upper limit of sharable
programs, the transmission bandwidth of peri pherals, the
channel bandwidth, and the QoS requirement of
applications. Here we consider three problems that will be
solved using proposed resource allocation algorithms. The
are 1) with the limitation of network bandwidth, 2) with
dynamic environment, and 3) with the specified QoS of
applications.

In the remainder of the paper, it is organized as follows. In
Section 2, we propose our system model, in which system
considerations and problem definitions are described. In
Section 3, an objective function to calculate the cost of an
application is defined, and three resource allocation
algorithms are developed to solve the problems. Nexta
simulation model is proposed to evaluate these algorithms
in Section 4. Finally, we make conclusions in Section 5.

2 System Model

2.1 System Considerations

The premise for our model is that the distributed computin
network is a connected graph; thatis no partition is
permitted in the network. Regardingthe other
considerations, we outline them as follows

1) Nodes:

Each node in the network is at least equipped with hard
disks and main memory, and the other resources such as
resident programs and printers are optional. The sizes
and/or the numbers of the attached resources could be:
different among the nodes. Besides, to reflect the real world
the computation power of the nodes in our model could be
different. Here three levels of computation power are
defined.

2) Resources:

The resources attached to the nodes could be versatile.
However we only consider four different types of resources
in our model; that is hard disks, main memory, residents
programs, and printers. This consideration has no effect on

the spirit of our method if other different types of resources
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are considered in the model. As for the characteristic of
these four types of resources, we explain as follows

a) Hard Disks:

A hard disk is sharable in essence. An application can
request a local/remote disk for reading and writing. To
measure the transmission time, an application must specify
the required data and/or disk size.

b) Main Memory:

Main memory is another sharable resource. When an
application request a local/remote resident program runnin
for computation, main memory should be required to
download the program from disks. The size of required
memory is the same as that of the program.

¢) Resident Programs:

Resident programs are also sharable among the applications
In other words, different applications can request the same
program running concurrently at one node. However each
node has an upper limit of sharability for each resident
program. Here we do not exclude that the same program
can be resident in the different nodes. Besides each resident
program has its total execution time.

d) Printers:

Printers are not sharable resources that serve only one
application at a time. To measure the transmission time, an
application must specify the output data size if it has datato
be printed.

3) Transmission Bandwidih of Peripherals:

For the peripherals attached to the nodes, their transmission
bandwidth could be different. For hard disks, we consider
several transmission bandwidths in our model, such as IDE
(IMB/s), EIDE (5, 10MB/s), U-DMA33 (33MB/s) for
internal disks, and SCSI (2MBf{s), SCSI-2 (12MB/s),
U-SCSI-3 (48MB/s) for external disks. For printers, only
one transmission bandwidth is considered; that is the
parallel port (1, 2Mb/s).

4) Channel bandwidih:

Thec hannels between nodes are assumed to be
individual

point-to-point and  bi-directional.  Their



bandwidths could be T1 (1.544Mb/s), T3 (45Mb/s), and
ATM (4,100, 155, and 622Mb/s). To transmit data
smoothly, all channels of a path from the issuing node to
the target node with the required resource are assumed t
have the same allocated transmission bandwidih; that is the
overall network bandwidth of a path is the minimum
available bandwidth of all allocated channel bandwidths.
Then nobuffers for the flow control are required in our
model.

5) Network bandwidih requirement of applications:
To match the transmission bandwidth of remote peripherals
that applications request, the network bandwidth
requirement of the applications is assumed to be the range
from 50% to 100% of the transmission bandwidth of the
peripherals. It means that when we allocate network
bandwidth for applications, therequired network
bandwidth is exactly the transmission bandwidth of the
peripherals. However if the available network bandwidth is
not sufficient for the requirement, at least half of the
required network bandwidth should be met.

6) QoS requirement of applications:

Sometimes when the network bandwidth isnot quite
satisfactory to an application, the application is still able t
tolerate the worse QoS if it has not strong requirement for
the network bandwidth. This phenomenon occurs
frequently in a multimedia system. In our model, we will
consider the applications with different QoS.

2.2 Problem Definitions

Based on the system model proposed above, a distributed
computing network where the channel bandwidth between
nodes has been assigned is given. For the nodes in the
network, there exists a resource table describing the
resources information. When anode called resource
allocation node receives the applications from users, we
will explore how to allocate local and/or remote resources
to these applications efficiently according to  the

requirements of the applications. Herein we have several

problems to be addressed as follows
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1) With the limitation of neiwork bandwidih:

With the limitation of network bandwidth, we expect to
find an efficient resource allocation that has the most
concurrent applications running at the same time.

2) With dynamic environment:

This problem is associated with the execution time of
applications. When the resources have been allocated t
some applications in the first round as many as we can, the
rest applications will wait for the completion of these
applications. As long as an application finishes and releases
its resources, the allocation mechanism will be triggered
again in the next round till all applications acquire the
resources. Here we expect to find an efficient resource
allocation that has the shortest completion time of all
applications.

3) With the specified QoS of applications:

With the specified QoS of applications, we also expectt
find an efficient resource allocation as problem 1 and
problem 2 if the requirement of the network bandwidth is
not insisted in an application. In a multimedia system,
sacrificing the QoS of individual applications and then
increasing the concurrent degree of applications are usuall
the pursued topic.

3 Resource Allocation‘Algorithms

3.1 The Objective Function

The concepts behind the objective function are that the
application with the least ratio of required resources over
available resources in the system should be scheduled first
to allocate resources. Only done in this way, the goalt
achieve the most concurrent applications running at the
same time will probably be reached. In essence, we try to
utilize the system resources as possible as we can. Before
the objective function is formalized, the notations for the
terms used in the function will be given. These terms have
been mentioned in Section 2.1.

The notations used in the objective function are explained
as follows

N set of the nodes in the distributed computing network



P set of the resident programs in the distributed
computiing network

A set of the applications in the distributed computing
network

d,  the required data and disk size of application a for
reading and writing

D,  the available disk space at node n

Tap  the memory size of program p requestedb
application a

R,, the available memory space at node n storing
program p

Prgap the number of program p requested by application a

PRG, the available number of sharability for program p in
the system

prn, the number of printers requested by application a

prN the available number of printers in the system

The objective function is composed of four parts; thatis 1)

the cost for hard disks, 2) the cost for main memary, 3) the

cost for resident programs, and 4) the cost for printers. Here

we define these costs as follows

1) For hard disks
da
Zl=z—-— where a€ A & ne N
» D,

2) For main memory:
r
z=LL
pon Rn,p

where a€ A & ne€ N & pe P

3) For resident programs

-
Z3=Z£&I—’p— where a€ A & pe P

PRG,
4) For printers:
Z,= LAkl where a € A
PRN

After summing up these costs, the objective function can be

4
expressed as Z = ZZ:’ where @€ A.
=l
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All applications to which resources have not been allocated
will be evaluated using the objective function. The
application with the least cost will be selected 1o allocate
resources. The evaluation and allocation procedures will
kee n running in turn till no sufficient resources can be
allocated to an application. Here we take an example
showing how to evaluate applications using the objective
function.

Example 1: Assumed that there are five nodes in a
distributed computing network. he resources installed at
the five nodes are shown inTable 1. For an application
which requires SMB disk size for writing, a printer for
output, and resident program 1 and 3 for running, its cost

can be computed using the objective function as follows

5.5 5 5 5

=2y 20202 00 oo
40 20 5 10 30

Zﬁz._l_+l+9—'§z0.266

>T64 8 4

Zo=—tlios  z,=L—o0s
3+1 2 1+1

Z =2, +Z,+2,+2Z, =3.558

TableI Resource Table

Node id 1 |2 3 |4 5
Program id & size (MB) |-, - |3,0.5]1, 1]2, 1.5]1, 1
Sharable no. of - 2 3 |4 1
programs

Memory size (MB) 16 |4 64 [32 8
Printer no. 0 |1 0 |1 0
Disk space (MB) 40 120 |5 |10 30

3.2 Resource Allocation Algorithms

For the problems mentioned in Section 2.2, we propose the
following algorithms to allocate network resources
according to the requests of applications. First these
algorithms determine one application with the minimu
value each time, based on the objective function discussed
in Section 3.1. Next they will try to allocate resources for
the picked application. If there are more than one node
capable of providing resources to the application, the
most benefit. In

algorithms select one node with the

principle, the most benefit means that residual resources



have the most possibility to provide other unallocated
applications, after the resource allocation. The method used
here is to find the node whose available resources have the
same size as the requested size of the application. If not
found, it selects the node with the most available resources,
like the worst-fit strategy used in the memory allocation of
operating systems. Finally the algorithms determine the
routing using the variant Dijkstra’s algorithm.
The method to find an appropriate node providin
resources is outlined as follows
Node_selection(type, request)
{ switch (type) {
case 1:
Max_size < 0,
Fori=0ton
{ Y D;=request
then D; « 0; return {i};
else If (D; > request and D; > Max_size)
then Max_size « D;; Max_node «1i; }
If (Max_size # 0)
then Diay_node <= Ditax_node — r€QUESE; return {Max_node’};
else return &J;
case 2:
For each program p in request, proceed as follows
{ Max_size« 0,
Fori=0ton
{ If (program p exists at node 1)
then If (R; p = rap)
then Max_size < R;,; Max_node « i,
break;
else If (R; , > 1, and R;, > Max_size)
then Max_size - R;,;
Max_node «1i; }
If (Max_size = 0)
then Ry podep € Ritax_nodep —Taps
insert Max_node into Node_set;
PRG, < PRG, - 1;

else return &, }
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return Node_set;

case 3:
Fori=0ton
{ If (a printer is available at node i)
then PRN < PRN - 1; return {i}; }
return JJ; }}

3.2.1 With the Limitation of Network Bandwidth
For this problem, we expect to find an efficient resource
allocation that has the most concurrent applications runnin
at the same time.
Resource_Allocation_Algorithm_I1( )
{ /* A: a set of applications,
Ny, Ny, and Npr, denote the sets of selected nodes for
hard disks, programs, and printers requesied b
application a, respectively.
Alloc_Band(P;): allocated bandwidth of path P;
Band(P;): bandwidth of path P; obtained using variani
Dijkstra’s algorith
Band(peri): transmission bandwidth of allocated
peripherals */
From A, find an application a with the minimum value,
based on the objective function;
Ifd, =0
then If (N4 <— Node_selection(1, d,)) = & then stop;
fprg,=J
then If (N, < Node_selection(2, prg,)) =0
then release all allocated resources of application a
stop;
If prn, =0
then If (Npm <~ Node_selection(3, prn,)) = &
then release all allocated resources of application a;
stop;
Call variant Dijkstra’s algorith
If (there exists a required path whose bandwidth is
completely consumed)
then release all allocated resources of application a; stop;
else for each required path, proceed as follows

Alloc_Band(P;) — Min(Band(P)), Band(peri));



It (Alloc_Band(P;) < Band(peri)*50%)
then release all allocated resources of application a;
stop;
A+ A-{a};
Repeat; }
When the total number of nodes is much larger than that of
requested programs in an application (i.e. n >> | prg,D), the
time complexity of this algorithm is dominated b  variant
Dijkstra’s algorithin , and is O(1Aln’}; otherwise dominated
by procedure MNode_selection, and is O(1Al4 prg,ln).
3.2.2 With Dynamic Environment
For this problem, we expect to find an efficient resource
allocation that has the shortest completion time of all
applications. When the resources have been allocated t
some applications in the first round as Algerithm_I, other
unallocated applications will wait for the completion of
these applications. Whenever an application finishes and
releases its resources, the allocation mechanism will be
triggered again in the next round il all applications acquire
the resources.
Resource_Allocation_Algorithm_2( )
{ Call Resource_Allocation_Algorithm_1( );
If (there exists an unallocated application)
then find an application a with the minimum execution
time, from the allocated applications;
Release all allocated resources of application a;
Repeat;

else stop; }

3.2.3 With the Specified QoS of Applications

In a multimedia system, sacrificing the QoS of individual
applications and then increasing the concurrent degree of
applications are usually the topic io be pursued. When the
available network bandwidth is not sufficient to offer an
application, the rest resources attached at nodes will not be
able to be used and the overall resource utilization will
degrade. For this problem, we expect to find an efficient

resource allocation as problem 1 and problem 2 if the Qo
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requirement of network bandwidth is not insisted in an
application. The QoS specification of applications hasa
close correlation with the maximum concurrent degree and
the completion time of all applications. On the whole, the
lower the QoS specification is, the more possibility the
resources are utilized. Here only some statements in
Resource_Allocation_Algorithm_I are needed to modify
to correspond the QoS specification.
Resource_Allocation_Algorithm_3( )

{ /#QoS: the percentage of QoS specified by applications */

Call variant Dijksira’s algorith
If (there exists a required path whose bandwidth is
completely consumed)
then release all allocated resources of application a; stop;
else for each required path, proceed as follows
If (Band(P;) 2 Band(peri)*QoS)
then Alloc_Band(P;) « Band(peri)*QoS;
else release all allocated resources of application a;
stop;
A« A-{a};

Repeat; }

4 Performance Evaluation

4.1 Simulation Model

In the simulation model, the distributed computing network
is a connected graph. Each node in the network is at least
equipped with hard disks and main memory, and the other
resources such as resident programs and printers are
optional. The sizes and/or the numbers of the attached
resources could be different among the nodes. We collect
these information in a resource table shown in Table II. For
hard disks, the transmission bandwidth could be IDE
(1MB/s), EIDE (5, 10MB/s), U -DMA33 (33MB/s), SCSI
(2MB/s), SCSE-2 (12MB/s), and U-SCSI-3 (48MB/s). For
printers, the transmission bandwidth could be 1 or 2Mbl/s.
In addition, we also have the channel bandwidth between

nodes, shown in Fig. 1. The channel bandwidth could be T1



(1.544Mbfs), T3 (45Mb/s), and ATM (45, 100, 155, and
622Mb/s). Here all data above are randomly generated.

Table I Resource Table

Node id 112 1314151617 18 9 |10
Program id - 212131401 4|
Sharable no. of programs|- |- [1 |2 |1 [5 ({3 |- I3 |-
Memory size (MB) 16]13]24)21|28]18]19|14|30]16
Printer no. Ojtjojijojrjop 1o
Disk space (GB) 1 14 110]1 [6 |2 |6 {10{2 14
Band. of Printer (Mb/s) |- [1 |- [2 |- |1 |- [2 |2 |-
Band. Of Disks (MB/s) |12}10{1 {33[12(2 {2 {5 |1 [48
Computation power levell3 12 |3 [1 |2 (2 |1 |2 [2 |1

Fig. 1 Channel Bandwidth between Nodes
4.2 Experiments
Three experiments are conducted in the simulation. The
request patterns of applications in each experiment are
randomly generated according to the resource table shown
in Table H.
Experiment 1: Limitation of Network Bandwidth
In this experiment, we consider limited network bandwidth
as in real environment. From Fig. 2, we find that our
solution has the same number of concurrent applications as

the optimal one in all cases.

=

Raus
Boptinal

number of applications
- o
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Fig. 2 Number of applications with the limitation of
network bandwidth
Experiment 2: Dynamic Enviromment
In this experiment, we explore a dynamic environment; that
is resources can be reallocated when a completed
application has released all its resources. Here the
evaluated parameter is the total execution time of all
applications. From Fig. 3, we find that the total execution
time of our solution is a lit tle more than that of the
optimum solution only in some cases. These cases occur
when most applications request the same resident program
with low sharability. Besides we also measure the
execution time of the random resource allocation that

shows the worst performance in all cases.

el

§
-

B ours
Edoptimal

&

8 B

total execution time (sec)
8

Fig. 3 Total execution time for dynamic environment

Experiment 3: QoS Specification

In this experiment, we explore the QoS effect in a dynamic
environment. The QoS range is from 10% to 100%. Here
the evaluated parameters are the number of concurrent
applications and the total execution time of aﬁ applications.
For each case shown in Fig. 4(a), we find that the more
QoS the applications claim, the less the concurrent degree
is. However the total execution time of all applications
shown in Fig. 4(b) shows a parabola. The reason why the
total execution time under low QoS is long is that the
execution of applications is dominated by the low
transmission rate when the applications request remote
accesses. On the other hand, since less concurrent
applications are executed under high QoS, the total

execution time of all applications is lengthened. Thus the



best case occurs frequently when QoS is specified between

40% and 60%.

~

number of applications
v s

- & w oa

s
1

40 () 100

QoS (%)

Fig. 4(a) Number of applications for QoS specification

101l execution tirze (sec)
g

QoS (%)

Fig. 4(b) Total execution time for QoS specification
5 Conclusions
Till now, we have not yet found any researches focusing the
resource allocation problem for applications in a distributed
computing network. From the viewpoints of applications,
we propose three resource algorithms based on the
objective function to solve different problems such as 1)
with the limitation of network bandwidth, 2) wit dynamic
environment, 3) with the specified QoS of applications.
Since these resource allocation problems are NP-hard ones,
the objective function isusedto simplif the searching
method. Although we cannot guarantee to obtain an
optimal solution, the solution is definitely a near optimal
one through the validation of simulation experiments.
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