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Abstract
Given a string of length n, this paper first presents
an O(1) time parallel algorithm for finding all initial
palindromes and periods of the string on an nxm
reconfigurable mesh (RM). Then, we provide a
partitionable strategy when the RM doesn't offer
sufficient processors.
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1. Introduction

Palindromes are often studied in word puzzles
[1] and complexity theory ([8], [9]). A palindrome
is a symmetric string, it may be read the same for-
ward and backward. Formally, a string S[1..k] is
said to be a palindrome if S[i] = S[k — i + 1] for
i=1,.., k. If the prefix S[1..k] of the string S[1..n]
is a palindrome, we call the string S[1..n] has an ini-
tial palindrome of length k. Given such a string S of
length n, we want to find all initial palindromes for
k > 1 and the shortest initial palindrome among
these palindromes. For example, given a string
S[1..11) = aabecbaaefa, its all initial palindromes
are aa and aabcebaa; the shortest initial palindrome
is aa.

A string S[1..n] is said to have a period S[1..p] of
length p (> 0) if §[¢) = S[i+p]fori=1,.,n—p. In
many string—matching (SM) applications, we often
want to find all periods and the longest period of
S[1..n}. For example, given a string S = ababbcaba,
its all periods are ababbc and ababbcab; the longest
period is of length 8.

Some fast linear—time sequential algorithms have
been developed for finding all initial palindromes
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and periods. Galil presented a parallel algorithm
[7} for finding all initial palindromes and periods
in O(logn) time on a CRCW-PRAM model us-
ing O(n) processors. Recently, Breslauer and Galil
[2] presented an optimal O(loglogn)-time CRCW-
PRAM algorithm using O(n/loglogn) processors
for finding all initial palindromes and periods of a
string.

Reconfigurable mesh (RM) is a powerful and
promising parallel model. On RMs, some O(1)-
time parallel algorithms for solving some match-
ing problems ({3}, [4], [5], [6]) have been developed.
This paper first presents an O(1) time parallel al-
gorithm for finding all initial palindromes and the
shortest initial palindrome on the RM using O(n?)
processors and presents an O(1) time parallel al-
gorithm for finding all periods and the longest pe-
riod on the same RM. To the best of our knowl-
edge, this is the first time that such constant-time
parallel algorithms are being presented for solving
these problems. Then, a partitionable strategy is
presented while preserving the same cost O(n?) if
the RM doesn’t provide sufficient processors. This
overcomes the hardware limitation and is suitable
for VLSI implementation.

The remainder of the paper is organized as fol-
lows. Section 2 introduces the RM computational
model. In Section 3, we present the O(1) time par-
allel algorithms for finding all initial palindromes
and periods on the n x n RM, respectively. In Sec-
tion 4, the partitionable strategy is presented when
the RM doesn’t provide sufficient processors. Some
concluding remarks are included in Section 5.

2. Computational Model: RM

The parallel computational model used in this
research is the RM. A RM has a reconfigurable
bus system whose configuration can be dynamically
changed. An m x n RM consists of m x n (m rows
and n columns) identical processors arranged in a
2-D rectangular array with a reconfigurable bus sys-
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tem. The processor located in row 7 and column j
for 1 i <mand 1 < j < nis referred to as
PE(i, j). Each processor. has four ports denoted by
N (north), S (south), E (east), and W (west), re-
spectively.

We assume that the RM is operated in a SIMD
model. All processors can work synchronously and
setting internal connections, performing an arith-
metic or boolean operation, broadcasting a value on
" a bus, or receiving a value from a specific bus only
need O(1) time. If there exists a bus between two
ports, we assume that it takes O(1) time to broad-
cast the data from one port to the other. In addi-
tion, at any given time only one value can be sent
to a bus and processors read the bus if instructed
to do so.

3. The O(1) Time Parallel Algorithms

3.1 Finding all Initial Palindromes and the Shortest
Initial Palindrome ‘

We take the string S = aabecbaaefa to demon-
strate our O(1) time parallel algorithm. On the
n x n RM, our O(1) time parallel algorithm for find-
ing all initial palindromes is presented in the follow-
ing five steps. Initially, suppose the string S[1..n]
has been fed into row 1 of the RM. That is, pro-
cessor PE(1, j) stores the data S[j] for 1 < j < n.
Here, n = 11.

Algorithm_1:

Step 1: Establish a vertical bus system for each
column. This configuration can be built by
connecting the N and S ports of each proces-
sor. Then, each processor PE(1,j) for 1 <j <
n broadcasts its own data S[j] to the others in
the same column via the vertical bus system.

Step 2: Establish a horizontal bus system for each
row. This configuration can be built by con-
necting the W and E ports of each processor.
Then, each processor PE(j,j) for 1 < j < n
broadcasts its own data S[j] to the others in
the same row via the horizontal bus system.

Step 3: Each processor first disconnects its con-
nections. Then, except the processors in the
first row, each processor connects its N and W
ports.

Step 4: Each processor PE(7,j), 1 < ¢ < n and
1 £ j £ n, connects its E' and S ports when
S[i] = S[j]. Otherwise do nothing.

Step 5: Along the corresponding stairlike bus sys-
tem, each processor PE(1,j), 1 < j < n, with
the connection linking the F and S ports sends
the value j from the E port to the processor
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PE(7,1) for 1 € i < n. Finally, each processor
PE(i, 1) reports the value j (=i) as the length
of the initial palindrome if the S port of that
processor receives the value. Fig. 1 illustrates
the configuration of the RM after performing
this step.

In our example, the processor PE(2, 1) reports 2
as the length of the initial palindrome; PE(8, 1) re-
ports 8 as the length of the other initial palindrome,

The following two additive steps are
appended to find the shortest initial palindrome.

Step 6: Each processor PE(7,1) for 1 < i < n first
disconnects its connections. Then, each pro-
cessor PE(i, 1) that doesn't receive the value j
(=t) connects its N and S ports.

Step 7: Each processor PE(7, 1) holding the value
Jj (=7) first sends the value j from the N port -
to the bus, then processor PE(1, 1) reports the
received value j as the length of the shortest
initial palindrome if the S port of PE(1,1) re-
ceives the value j. In this example, processor
PE(1,1) reports 2 as the length of the shortest
initial palindrome. By the same argument, we
can also find the longest initial palindrome.

Since each step in Algorithm_1 takes O(1) time,
we have the following result. 3

Theorem 1. The problem of finding all initial
palindromes and thé shortest (longest) initial palin-
drome can be solved in O(1) time on the n x n RM.

3.2 Finding all Periods and the Longest Period

We take the string S = abaabeaba to demon-
strate our O(1) time parallel algorithm for finding
all periods on the n x n RM. The algorithm consists
of the following five steps.

Algorithm 2:

Step 1, Steb 2: The same as Step 1 and 2 in Al-
gorithm_1.

Step 3: Each processor first disconnects its con-
nections. Then, except the processors in the
first row, each processor connects its N and E
ports.

Step 4: Each processor PE(4,j), 1< i< n 'qnd
1 £ j £ n, connects its W and S ports when
S[i] = S[j]. Otherwise do nothing. :

Step 5: Along the corresponding stairlike bus sys-
tem, each processor PE(1,j), 1 < j < n, with
the connection linking the W and S ports sends
the value j—1 from the W port to the processor
PE(¢,n) for 1 < i < n. Finally, each processor
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PE(i, n) reports the value j — 1 (=n —1) as the
length of the period if the S port of that pro-
cessor receives the value. Fig. 2 illustrates the
configuration of the RM after performing this
step.

_In our example, the processor PE(1,9) reports §,
as the length of the period; PE(3,9) reports 6 as the
length of the other period, Similar to
Step 6 and 7 in Algorithm_1, we can find the longest
and shortest periods. In our example, PE(1,9) re-
ports 8 as the length of the longest period.

Since each step in Algorithm 2 takes O(1) time,
we have the following result.

Theorem 2. The problem of finding all periods
and the longest (shortest) period can be solved in
O(1) time on the n x n RM.

4. The Partitionable Parallel Algorithms

Consider the case when the number of processors
available is not enough. Given an RM consisting
of M x N (M rows and N columns) processors, if
the string is of length n, where N < nor M <
n, this section proposes a partitionable strategy to
overcome this hardware limitation. As a result, our
results are suitable for VLSI implementation.

Since finding all periods and the longest period
is quite similar to finding all initial palindromes and
the shortest initial palindrome, we only explore the
partitionable strategy for the latter case. Without
loss of generality, for finding all initial palindromes,
we focus on the following two cases: (1)Af < n;
(2)N < nand M <n.

A.Casel: M<n

Assume the RM consists of 7 x 11 processors and
the string used is the same as in Section 3.1. That
is, M =7, N = 11, and n = 11. Initially, suppose
processor PE(1, j) stores the data S[j] for 1 < j <
n.

We partition the input string into X pipes, where
X = [ ;‘{_11], and each pipe has one overlapping
entry shared with the last pipe. Besides this entry—
sharing feature, the input string is arranged into a
snakelike column-major order. i

Our parallel algorithm processes these X pipes
from the first pipe to the Xth pipe successively.
For finding all initial palindromes, our partitionable
parallel algorithm for M < n case is described be-
low.

Algorithm 3:
Step 1: The same as Step 1 in Algorithm.1.

For X =1 to X /* we process these X pipes from
the first one to the last one */

begin

Step 2: Establish a horizontal bus system
for each row. ‘Chen, for odd (even) X
each processor PE(i,2|%](M — 1) + i)
(PE(, X(M -1)—i+2))for 1<i< M
broadcasts its own data S[2| % | (M ~1)+1]
(S[X(M —1)—i+2]) to the others in the
same row via the horizontal bus system.

Step 3: Each processor first disconnects its
connections. Then, except the processors
in the first (Mth) row for odd (even) X,
each processor connects its N (S) and W
ports.

Step 4: Each processor PE(7,j), 1 < i< M
and 1 < j < n, connects its £ and S (N)
ports for odd (even) X when S[?[%J (M~
1)+i] = S[j] (S[X (M —-1)—i+2] = S[4]).
Otherwise do nothing.

Step 5: Case X = 1: Along the correspond-
ing stairlike bus system, with the connec-
tion linking the F and S ports, each pro-
cessor PE(1,4), 1 < j £ n, sends the
value j from the E port to the processor
PE(i,1) for 1 £ ¢ < M or PE(M, k) for
1<k <n-M+1 Finally, each pro-
cessor PE(i, 1) reports thevalue j (=i) as
the length of the initial palindrome if the
S port of that processor receives the value;
PE(M, k) keeps the received value if the
S port of that processor receive the value.
Case X > 1: ‘Along the correspond-
ing stairlike bus system, with the con-
nection linking the F and S (N) ports
for odd (even) X, each processor PE(1, §)
(PE(M, j)) holding the value sent from
pipe X —1,1<j<n—=(X-1)*(M~1),
sends the received value from the E port
to the processor PE(¢, 1) for 1 < ¢ < M
or to PE(M,k) (PE(1,k)) for 1 < k <
n— X % (M — 1). Finally, each pro-
cessor PE(4,1) reports the received value
(= 2|%)(M - 1) + i when X is odd;
=X(M — 1) — i+ 2 when X is even) as
the length of the initial palindrome if the
S (N) port of that processor receives the
value; PE(M, k) (PE(1, %)) keeps the re-
ceived value if the S (V) port of that pro-
cessor teceive the value.

end

For X = 1 in our example, PE(2,1) reports 2 as
the length of initial palindrome; processor PE(7,2)
keeps - the value 8, which will be
used by pipe 2 . For X = 2, PE(6, 1) reports 8
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(=X *(M —1)~i+2) as the initial palindrome,

Modifying Algorithm._3 slightly, the problem of
finding the shortest initial palindrome can also be
solved in O(X) time on the RM using O("g) pro-
cessors. Under the same cost O(n?) asin Theorem
1, we have the following result.

Theorem 3. For M < n, the problem of finding
all initial palindromes and the shortest initial palin-
drome can be solved in O(X) time on the RM using

O(Mn) (:O(%)) processors, where X = [2=L].

M-1

B. Case 2: N<nand M <n

Without loss of generality, suppose M = N < n.
Following the same string used in Section 3.1, the
RM consists of 7 x T processors. That is, M =7
and n» = 11. Initially, suppose processor PE(1, j),
2 < j € M -1, stores the data S[2J(M —1)+j] and
S2J(M=1)+2M~j]for0< J < [3,-(————5J Specif-
ically, PE(1,1) stores the data S[2J(A - 1) + 1];
PE(1, M) stores the data S[2J(M —1)+M]. That is,

the input string is arranged into the snakelike row—.

major order for the first row and totals X pipes,

In our exam-
ple, X = 2 and the string=aabccbaae fa is arranged
into the snakelike row-major order for rows and is
arranged into the snakelike column-major order for
columns. Our parallel algonthm processes these X2
pipes from pipe X to pipe 1 for each fixed pipe X,
1< X < X, successively. Our partitionable parallel
algorithm for this case is listed below.

Algorithm_4:
For X=1to X
begin

Step 1: Establish a vertical bus system for
each column. For odd (even) X, each pro-
cessor PE(1,j) for 1 € j < M broad-
casts its own data S[2(%](M — 1) + j]
(S[X(M —1)—j +2]) to the others in the

same column via the vertical bus system.

end
For X =1to X
begin

Step 2: Establish a horizontal bus system for

each row. For odd (even) X, each pro- -

cessor PE(7,¢) for 1 < i < M broad-
casts its own data S[2|_XJ(M - 1)+
(S[X(M —1)—i+2]) to the others in the
same row via the horizontal bus system.

end

For X =1 to X /* we process these X pipes from
the first one to the last one */

ForY=Xto1 /* we process these X pipes
from the last one to the first one */

begin

Step 3: Each processor first disconnects its
connections. Then, except the processors
in the first (Afth) row for odd (even) X,
each processor connects its V (S) and W
ports when Y is 6dd; connects its N (S)
and E ports when Y is even.

Step 4: Each processor PE(7,j), 1 <'i < M
and 1 < j < M, connects its E and S (N)
ports for odd (even) X and odd Y when
S FHM -1)+i] = S[2{ 5 J(M - 1)+]
(SIX(M=1)—i+2] = S[2[ ¥ | (M-1)+j));
each processor PE(7,j), 1 < i < M and
1 £j £ M, connects its W and S (V)
ports for odd (even) X and even Y when

SE2LE (M ~1)+i] = S[Y (M — 1)~ j+2]
(S[X(M 1)~i42] = S[Y (M - 1)—J+2])
Otherwise do nothing.

Step 5: Case X = 1: Along the correspondmg
stairlike bus system, with the connection
linking the £ (W) and S ports for odd
(even) Y, each processor PE(1,j), 1 <
j € M, sends the value 2| ¥ [(M —~ 1)+
(Y(M — 1) — j + 2) from the E (W) port
to the processor PE(i,1) (PE(:, M)) for
1< i< M and PE(i, M) (PE(i, 1)) hold-
ing the value sent from pipe Y + 1,1 <
t < M, send the received value from the £
(W) port to PE(M, k) for 1 < k < M. Fi-
nally, each processor PE(¢,1) reports the
value 2| ¥ |(M —~1)+j as the initial palin-
drome if the S port of that processor re-
ceives the value and Y = 1; otherwise
PE(i,1) (PE(i,M)) and PE(M,k) keep
the received value if the S ports of those
processors receive the value.

Case X > 1 and Y is odd: Along the
corresponding stairlike bus system, with
the connection linking the £ and S (V)
ports for odd (even) X and odd Y, pro-
cessor PE(1,j) (PE(M,j)) holding the
value sent from pipe X — 1 and processor
PE(7, M) holding the value sent from pipe
Y+1,where l<j<Mand 1<i< M,
send the received value from the E port
to the processor PE(#,1) for 1 < i < M or
‘PE(M, k) (PE(Lk)) for 1 < k< M. Fi-
nally, each processor PE(, 1) reports the
received value (= 2| £ (M — 1) + i when
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X is odd; =X(M —1)~i+ 2 when X
is even) as the length of the initial palin-
drome if the S () port of that processor
receives the value and Y = 1; otherwise
PE(i,1) and PE(M, k) (PE(1, k)) keep the
received value if the S (V) ports of those
processors receive the value.

Case X > 1 and Y is even: Along the
corresponding stairlike bus system, with
the connection linking the W and S (X)
ports for odd (even) X and even Y, pro-
cessor PE(1, j) (PE(M 7)) holding the

time parallel algorithms for finding all initial palin:-
dromes, the shortest initial palindrome, all periods,

~and the longest period on the n x n RM; second,

value sent from pipe X — 1 and proces-

sor PE(Z,1) holding the value sent from'
pipe Y + 1, where 1 < j < M and
1 < i < M, send the received value from
the W port to the processor PE(¢, M) for
1< i< MorPE(M,k) (PE(L,k)) for1 <
.k < M. Finally, PE(i; M) and PE(M, k)
(PE(1, k)) keep the received value if the S
(N) ports of those processors receive the
value.

end }

For X = 1 and Y = 2 in our example, processor
PE(1,7) keeps the value 7 and PE(2,7) keeps the
value 8 (see Fig. 1(a)). For X =1l and ¥ = 1,
PE(2,1) reports 2 as the length of the initial palin-
drome; PE(7,2) keeps the value 8 (see Fig. 1(b)).
For X = 2 and Y = 2, no processor reports or keeps
the value (see Fig. 1(c)). For X =2 and Y =1,
PE(6,1) reports 8 (=X (M — 1) — i + 2) as the
length of the initial palindrome (see Fig. 1(d)).

Modifying Algorithm.4 slightly, the problem of
finding the shortest initial palindrome can also be
solved in O(X?) time on the RM using O(%) pro-
cessors. Under the same cost O(n?) as in Theorem
1, we have the following results.

Theorem 4. For N < n,M <nand M <= N, the
problem of finding all initial palindromes and the
shortest initial palindrome can be so]ved in O(X?)

time on the RM using O(M?) ( =0(%& ) ) processors,
" where X =

All

Corollary 5. For N < n, M < n and M <= N,
the problem of finding all periods and the Iongest
period can be solved in O(X?) time on the RM using

O(M?) (=0(% 2) ) processors, where X = [&=L].

5. Conclusions

Finding all palindromes and periods often arises
in word puzzles and complexity theory. Given a
string of length n, the main contributions of this
paper are twofold: first we have presented O(1)

under the same cost O(n?), we have presented a
partitionable strategy when the RM doesn’t offer
sufficient processors, and this result is very suitable
for VLSI implementation. Applying the result in
[3], the results of this paper can be applied to solve
the same problems involved. in this paper for the

run-length coded strings.
!
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Fig. 1. Some snapshots for
simulating Algorithm 4.
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