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ABSTRACT 
Recent progress in manufacturing 

technology makes it is possible to vertically stack 
multiple integrated chips, to develop CAD tools 
according to characteristics of 3D architecture is 
urgent and important. In this paper, we propose an 
integer linear programming formulation to perform 
signal through-the-silicon vias (TSV) minimization 
in high-level synthesis of 3D ICs. Different from 
previous technical literatures [1] [2]  that vias 
number is minimized with a complementary 
objective; our formulation directly minimizes the 
accurate vias number. Since vias number is 
determined by layer assignment result of 
communicating resources rather than 
communicating operations, experimental results 
promise that our formulation is more effective and 
accurate on via minimization than previous 
technical literatures. 

1. INTRODUCTION 
Three dimensional integrated circuits (3D ICs) 

technologies [3] [4]  can highly integrate systems by 
vertically stacking and connecting various materials, 
technologies and functional units together. The 
benefits of 3D ICs include high performance, low 
power, cheap package, flexible heterogeneous 
integration in comparison with 2D ICs. For long-
line interconnections in an original 2D ICs design, 
the signal transmission performance cloud be 
enhanced by short vertical interconnects (through-

the-silicon via, TSV) under the 3D-IC structure [5] . 
And TSV can also decrease the maximum 
temperature over 50% [6] . However, the area size 
of a TSV is much larger than a regular via [7]  and  
TSVs not only consume silicon area but the 
additional area for TSVs may increases total chip 
area. Moreover, TSVs act as obstacles during 
placement and routing [8] . Since TSVs are 
expensive to fabricate, the minimization on total 
number of TSVs in a circuit is an important issue.    
         In physical design stage, researches on vias 
planning/minimization are provided with various 
viewpoints. Via minimization with temperature 
constraints problem is formulated as a constrained 
nonlinear problem based on the thermal resistive 
model and solved in a multilevel framework [9] . In 
[10] , the thermal conductivity and thermal via 
density of each silicon are optimized after placement.  
The first thermal-driven 3-D multilevel routing 
algorithm which features an integrated adaptive 
lumped resistive thermal model and a simultaneous 
multilevel TS-via planning [11] , and experimental 
results show their approaches are effective in 
reducing the dummy TSV to bring down the circuit 
temperature to a required level with similar 
wirelength and with a reasonable increase in runtime. 
       For high-level synthesis, Mukherjee et al. 
propose an integer linear programming formulation 
to perform simultaneous and optimal scheduling, 
binding and layer assignment for synthesizing 
designs [1] . Various of cost functions aimed at 
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minimizing the number of vias/length of 
interconnect in the critical path are provided in [2] . 
Krishnan et al. proposed a SA-based layout aware 
binding algorithm by integrating a binder and a 
floorplanner [12] , the objective cost is a linear 
combination of footprint area, the total wirelength, 
the difference in floorplan dimensions among 
individual dies in the 3-D IC, and the number of die-
to-die vias. However, their approach separately 
generates results of resource binding and layer 
assignment with two representations. Up to now, 
ILP-based researches on high level synthesis of 3-D 
ICs, Via minimization is formulated with a 
complementary objective that tries to maximize the 
assignment of all pairs of communicating operations 
to the same layer [1] [2] . In fact, since via is 
directly decided by the communicating resources 
rather than communicating operations, the existed 
approaches that try to minimize via number by 
maximizing the assignment of all pairs of 
communicating operations to the same layer can not 
guarantee the optimality on via minimization due to 
without considering the impact of layer assignment 
result of resources. Thus, the TSV minimization is 
inaccurate. 

In this paper, we propose an integer linear 
programming formulation that directly to minimize 
total TSV numbers in high-level synthesis stage. 
Experimental results show that our approach can 
further reduce 30.26% total number of TSVs, 
without any overhead on the footprint area. The 
remainder of this paper is organized as follow. In 
Section 2, we provide the motivation to study real 
TSV minimization problem. In section 3, we 
propose an integer linear programming approach to 
formally draw up accurate TSV minimization in 
high-level synthesis of 3D ICs design. In section 4, 
we report the result of TSV minimization in high-
level synthesis of 3D ICs. Finally, in section 5, we 
make a conclusion. 

 

2. MOTIVATIONAL EXAMPLE 
Let’s use the scheduled DFG HAL shown in 

Figure 1 for illustration. Suppose that we are given 
one adder, called A1, one subtraction, called S1, two 
multipliers, called M1 and M2, and one comparator, 
called C1. Here, we give three layers to assign those 
resources. The objective is to reduce total number of 
TSVs. We know that [1] and [2] maximize all pairs 
of communicating operations which are assigned to 
the same layer. Suppose that operations o3 and o11 
share adder A1, operations o6 and o10 share 
subtraction S1, operation o1, o5, and o8 are assigned 
to multiplier M1, operation o2, o4, and o7 are 
assigned to multiplier M2, and operation o9 is 
assigned to comparator C1. We use the following 
form to describe this resource binding solution: A1 = 
{o3, o11}, S1 = {o6, o10}, M1 = {o1, o5, o8}, M2 = {o2, 
o4, o7}, and C1 = {o9}. We use [2]  to find the layer 
assignment solution as shown in Figure 2(a) that the 
adder A1 and C1 are assigned to layer 1, the 
multiplier M1 is assigned to layer 2, and the 
multiplier M2 and subtraction S1 are assigned to 
layer 3. We know that the objective [2]  is to find 
the maximum pairs of communicating operations at 
the same layer. In this example, the pair of 
communicating operations o9o11 is assigned to the 
layer 1, the pair of communicating operations 
o5o8 is assigned to the layer 2, the pairs of 
communicating operations o2o4, o4o7, o7o10 
are assigned to the layer 3. The maximum pairs of 
communicating operations at the same layer are 5. 
From Figure 2(a), we know that the total number of 
TSVs is 3. 
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Figure 1: Scheduled DFG-HAL. 
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However, we have another solution that the 
maximum pairs of communicating operations are 
still 5, but the total number of TSVs is less than 3. 
We still use scheduled DFG shown in Figure 1 for 
example. Consider another resource binding 
solution: A1 = {o3, o11}, S1 = {o6, o10}, M1 = {o1, o4, 
o7}, M2 = {o2, o5, o8}, and C1 = {o9}. We have the 
resource layer assignment result shown as Figure 
2(b) where the adder A1 and C1 are assigned to layer 
1, the multiplier M1 and subtraction S1 are assigned 
to layer 2, and the multiplier M2 is assigned to layer 
3. In this example, we find that the pair of 
communicating operations o9o11 is assigned to the 
layer 1, the pair of communicating operations 
o5o8 is assigned to the layer 3, the pairs of 
communicating operations o1o4, o4o7 and 
o7o10 are assigned to the layer 2. The maximum 
pairs of communicating operations at the same layer 
are still 5. However, from Figure 2(b), we find that 
the total number of TSVs is only 2. 
Based on above observation, we know that total 
number of vias is determined by layer assignment 
result of communicating resources rather than 
communicating operations. Therefore, the objective 
function of [2] for TSV minimization is inaccurate. 
In this paper, we study accurate TSV minimization 
in high-level synthesis of 3D ICs design. 
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Figure 2: (a) Layer assignment I. (a) Layer 
assignment II. 

3. ILP FORMULATION 
In this section, we use an ILP to formally 

draw up our accurate TSV minimization in high-

level synthesis of 3D ICs design. Given a DFG, 
constraints on the footprint area and the number of 
layers, our objective is to minimize total number of 
TSVs by performing the simultaneous application of 
resource allocation, scheduling, resource binding, 
and layer assignment. Note, under the given 
constraints, our approach guarantees obtaining the 
optimal solution. 

Further, we define the following additional 
notations for our approach. 
(1) The notation D denotes the set that includes all 
the resources have communicating relation. 
(2) The notation viak1,k2 is a constant that denotes 
the number of TSVs between the resource k1 and k2.  
(3) The notation Dk1,k2 is a binary variable. If the 
resource k1 and k2 have communicating relation, 
then Dk1,k2 = 1; otherwise, Dk1,k2 = 0. 
(4) The value Cstep denotes the number of control 
steps in the data flow graph.  
(5) The value L denotes the number of active device 
layers in the design. 
(6) The value Rmax denotes maximal number of 
resources in the design.  
(7) xi,j,k is a binary variable that models if an 
operation i is scheduled in control step j and bind to 
resource k, then xi,j,k = 1; otherwise, xi,j,k = 0. The 
binary variable xi,j and xi,k can be derived from xi,j,k. 
These variables model if an operation is scheduled 
in control step j, bind to resource k, respectively. 
The relations between them are: max

, , ,
1

R

i j i j k
k

x x
=

= ∑  and 

, , ,

i

i

L

i k i j k
j E

x x
=

= ∑ . 

(8) The notation rk,l is a binary variable. If the 
resource k is assigned to layer l, then rk,l = 1; 
otherwise, rk,l = 0. 
(9) The value Ak is the area of resource k in the 
design. 
(10) The value Amax denotes the maximal area 
allowed for every layer. 
(11) The value pk denotes the average power 
dissipation of resource k. 
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Next, we introduce our objective function and 
the constraints. Our objective function is to 
minimize total TSV numbers. Thus, we describe our 
objective function as below:  
Minimize  

1 2

1 2

,{ }.k k
k D k D

via
∈ ∈
∑ ∑  

If the operation i1 and i2 have communicating 
relation and the operation i1 is assigned to resource 
k1, operation i2 is assigned to resource k2, 
respectively, we know that the resource k1 and k2 
have communicating constraint. Thus, for each 
operation i1 and i2, resource k1 and k2, we have the 
following constraint:  

1 1 2 2 1 2, , ,1 .i k i k k kx x D+ ≤ +    (Formula 1) 

If the resource k1 and k2 have communicating 
relation (i.e., Dk1,k2 = 1), then the number of TSVs 
determines on the equation 

1 2 1 2, , ,
1 1

L L

k l k l k k
l l

l r l r via
= =

∗ − ∗ ≤∑ ∑ . 

On the other hand, if the resource k1 and k2 do not 
have communicating relation (i.e., Dk1,k2 = 0), then 
there is no TSVs constraint between resource k1 and 
k2. Let s denote a constant value that approximates 
infinity, i.e., s→∞, and  thus does not restrict the 
number of TSVs. Thus, for each resource k1 is 
assigned to layer l1 and k2 is assigned to layer l2, we 
have the following constraint: 

1 1 2 2 1 2 1 2

1 2

1 , 2 , , ,
1 1

( ) (1 )* ,
L L

k l k l k k k k
l l

l r l r D s via
= =

∗ − ∗ − − ≤∑ ∑  (Formula 2) 

2 2 1 1 1 2 1 2

2 1

2 , 1 , , ,
1 1

( ) (1 )* .
L L

k l k l k k k k
l l

l r l r D s via
= =

∗ − ∗ − − ≤∑ ∑  (Formula 3) 

If the resource k1 and k2 have communicating 
relation, the number of their TSVs must be equal or 
bigger than 0. Thus, for each resource k1 and k2, we 
have the following constraint: 

1 2,0 .k kvia≤     (Formula 4) 

A resource k can be assigned to one and only 
one layer l. Thus, for each resource k, we have the 
following constraint: 

,
1

1.
L

k l
l

r
=

=∑     (Formula 5) 

The sum of the areas of resource k assigned to 
a layer l must be less than or equal to the maximum 

area for a layer. Thus, for each layer l, we have the 
following constraint: 

max

, max
1

.
R

k k l
k

A r A
=

∗ ≤∑    (Formula 6) 

Due to lifetime constraint, all operations can 
not share the same resource at the same control step. 
Thus, for each control step j and resource k, we have 
the following constraint: 

, , 1.i j k
i k

x
∈

≤∑     (Formula 7) 

An operation i can be assigned to one and 
only one resource k. Thus, for each operation i, we 
have the following constraint: 

max

,
1

1.
R

i k
k

x
=

=∑     (Formula 8) 

For each communicating relation operation i1 
and i2, we have the following constraint: 

1 2

1 2

1 2

, ,* * .
i i

i i

L L

i j i j
j E j E

j x j x
= =

<∑ ∑    (Formula 9) 

A decreasing power gradient is maintained 
from the lowest to the highest layers in order to 
control the thermal gradient in the design. Non-
increasing power gradient between layers l1 and l2 
where (l2 > l1) is enforced by the condition that for 
every pair of adjacent layers, the average power of 
resources in the upper layer must be less than that of 
the lower layer. Thus, for each layer l1 and l2, we 
have the following constraint: 

1 2

max max

, ,
1 1

.
R R

k k l k k l
k k

p r p r
= =

∗ ≥ ∗∑ ∑     (Formula 10) 

In the following, we use the DFG-HAL to 
illustrate our approach. Suppose that the resource 
constraints are one adder, one subtractor, two 
multipliers, and one comparator. The timing 
constraints are four control steps and layer 
assignment constraints are three layers. Our 
objective function is to minimize {viaA1,S1 + viaA1,M1 
+ viaA1,M2 + viaA1,M1 + viaA1,C1 + viaS1,A1 + viaS1,M1 
+ viaS1,M2 + viaS1,C1 + viaM1,A1 + viaM1,S1 + viaM1,M2 
+ viaM1,C1 + viaM2,A1 + viaM2,S1 + viaM2,M1 + 
viaM2,C1}. 
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 We list all the constraints as below. 
Formula 1.  Since the operation 2 and 4 have 
communicating relation, we have following 
constraints for all the control step and resource 
binding: xo2,1,M1 + xo4,2,M2 ≤ 1 + DM1M2; Similarly, 
we have the constraints xo2,1,M2 + xo4,2,M1 ≤ 1 + 
DM2M1; and so on. 
Formula 2.  (rM1,1+2*rM1,2+3*rM1,3) - 
(rM2,1+2*rM2,2+3*rM2,3) - (1 - DM1M2)*(L-1) ≤ 
viaM1,M2; Similarly, we have the constraints 
(rM1,1+2*rM1,2+3*rM1,3) - (rA1,1+2*rA1,2+3*rA1,3) - (1 
- DM1A1)*(L-1) ≤ viaM1,A1; and so on. 
Formula 3.  (rM2,1+2*rM2,2+3*rM2,3) - 
(rM1,1+2*rM1,2+3*rM1,3) - (1 - DM1M2)*(L-1) ≤ 
viaM1,M2; Similarly, we have the constraints  
(rA1,1+2*rA1,2+3*rA1,3) - (rM1,1+2*rM1,2+3*rM1,3) - (1 
- DM1A1)*(L-1) ≤ viaM1,A1; and so on. 
Formula 4.  0 ≤ via M1,M2; Similarly, we have the 
constraints 0 ≤ viaM1,A1; and so on. 
Formula 5.  rM1,1+rM1,2+rM1,3 = 1; Similarly, we 
have the constraints rM2,1+rM2,2+rM2,3 = 1; and so on. 
Formula 6. AA1*rA1,1 + AS1*rS1,1 + AM1*rM1,1 + 
AM2*rM2,1+ AC1*rC1,1 ≤  Amax; Similarly, we have the 
constraints 
AA1*rA1,2+AS1*rS1,2+AM1*rM1,2+AM2*rM2,2+ AC1*rC1,2 
≤  Amax; and so on. 
Formula 7.  xo1,1,M1+xo2,1,M1+xo6,1,M1+xo8,1,M1 ≤ 1; 
Similarly, we have the constraints 
xo3,2,M1+xo6,2,M1+xo7,2,M1+xo8,2,M1 ≤ 1; and so on. 
Formula 8.  xo1,1,M1 + xo1,1,M2 = 1; Similarly, we 
have the constraints xo2,1,M1 + xo2,1,M2 = 1; and so on. 
Formula 9.  xo1,1,M1 + xo1,1,M2 < 2*xo3,2,M1 + 
2*xo3,2,M2; Similarly, we have the constraints xo6,1,M1 
+ 2*xo6,2,M1 + xo6,1,M2 + 2*xo6,2,M2 < 2*xo7,2,M1 + 
3*xo7,3,M1 + 2*xo7,2,M2 + 3*xo7,3,M2. 
Formula 10.  pA1*rA1,1+ pS1*rS1,1+ pM1*rM1,1+ 
pM2*rM2,1+ pC1*rC1,1 ≤ pA1*rA1,2+ pS1*rS1,2+ 
pM1*rM1,2+ pM2*rM2,2+ pC1*rC1,2. Similarly, we have 
the constraints pA1*rA1,1+ pS1*rS1,2+ pM1*rM1,2+ 
pM2*rM2,2+ pC1*rC1,2 ≤ pA1*rA1,3+ pS1*rS1,3+ 
pM1*rM1,3+ pM2*rM2,3+ pC1*rC1,3. 

After solving these ILP formulations, we have 
that xo1,1,M2 = xo2,1,M1  = xo3,1,A1 = xo4,2,M2 = xo5,2,M1 = 
xo6,3,S1 = xo7,3,M2 = xo8,3,M1 = xo9,3,C1 = xo10,4,S1 = 
xo11,4,A1 = xo2,1,M1 = rA1,1 = rC1,1 = rM1,2 = rM2,3 = rS1,3 
= DA1C1 = DM1A1 = DM1M2 = DM2S1 = 1, and the 
values of other binary variables are 0. The values of 
TSV variables viaM1,A1 = 1 and viaM1,M2 = 1, and the 
values of other TSV variables are 0. The total TSV 
numbers obtained by our ILP approach is only 2, 
which is also the lower bound of the total TSV 
numbers. 

 

4. EXPERIMENTAL RESULTS 
We use Extended LINGO Release 11.0 as the 

ILP solver. The platform is Windows 2003 x64 
running on Intel Xeon E5355 CPU with 8GB RAM. 
Seven benchmark circuits are used to test the 
effectiveness of our approach. The benchmark 
TGFF14 is adopted from [13] . Benchmark circuits 
HAL [14] , BF [15] , AR [16] , G2 [17]  and G5 [18]  
are popular DSP applications, while benchmark 
circuit R1 is control-dominated application adopted 
from [19] . 

Without loss of generality, in our experiments, 
we assume that all the functional units and all the 
variables (registers) are 8-bit designs. The modules 
in the Synopsys DesignWare are adopted to 
implement the following functional units: adder, 
subtractor, multiplier, divisor, and comparator. 
Moreover, these functional units are targeted to 
TSMC 0.18μm process technology. The power 
consumption/area of adder, substrator, multiplier, 
divisor, and comparator are 428 μW / 4892 μm2, 
557 μW / 6326 μm2, 1872 μW / 21455 μm2, and 528 
μW / 9147 μm2, respectively. 

Table 1 tabulates the characteristics of 
benchmark circuits. The column Operations gives 6-
tuple (#ad,#su,#mu#,#di,#co), where #ad, #su, #mu, 
#di, and #co are the numbers of addition operations, 
subtraction operations, multiplication operations, 
and comparison operations, respectively. For 
example, benchmark circuit HAL has 2 addition 
operations, 2 subtraction operations, 6 
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multiplication operations, and 1 comparison 
operations. The column Steps gives the number of 
control steps. The column Functional Units gives 6-
tuple (#add,#sub,#mul#,#div,#com), where #add, 
#sub, #mul#, #div, and #com are the numbers of 
adders, subtractors, multipliers, divisors, and 
comparators, respectively. 

Table 2 tabulates the comparisons of the 
number of TSVs. We discuss them as below. The 
column Layer gives the number of layers. The 
column Area gives the footprint area. The column 
#via gives the number of TSVs. The column Time 
gives the CPU time in our approach. Since our 
objective function is accurate, in each benchmark 
circuit, our approach always has less total number of 
TSVs than [2]. In average, we find that our approach 
reduce 30.26% total number of TSVs. 

 
5. CONCLUSIONS 

This paper presents accurate TSV minimization in 
high-level synthesis of 3D ICs design. We use ILP 
to formally draw up the TSV minimization problem. 
Given constraints on the footprint area and the 
number of layers, our objective is to minimize total 
number of TSVs. Compared with previous work [2], 
benchmark circuits show that our approach can 
reduce 30.26% total number of TSVs, without any 
overhead on the footprint area. 
 
 

Circuit Operations Steps Functional 
Units 

TGFF14 (7,3,3,1,0) 7 (2,1,1,1,0) 
HAL (2,2,6,0,1) 4 (1,1,2,0,1) 
BF (12,6,11,0,0) 8 (2,1,2,0,0) 
AR (12,0,16,0,0) 10 (2,0,3,0,0) 
G2 (9,0,9,0,6) 10 (2,0,2,0,1) 
G5 (24,0,0,0,4) 10 (4,0,0,0,1) 
R1 (55,0,15,0,12) 11 (6,0,7,0,5) 

Table 1: Characteristics of benchmark circuits. 
 
 
 
 

Design 

Design 
Constraints [2]  Our 

Layer Area 
(μm2) #via Time 

(sec) #via Time 
(sec) 

TGFF
14 

2 27781 4 <1 3 <1 
3 26347 6 <1 5 <1 
4 21455 10 <1 8 <1 

HAL 
2 37965 1 <1 1 <1 
3 27781 3 <1 2 <1 
4 21455 7 <1 5 <1 

BF 
2 35412 3 <1 3 <1 
3 23608 13 <1 8 <1 
4 21455 18 1 11 <1 

AR 
2 44490 5 5 3 2 
3 29660 5 56 3 10 
4 22245 20 29 10 10 

G2 
2 37105 3 5 3 1 
3 24736 14 < 1 8 17 
4 21455 15 1 10 56 

G5 
2 17229 2 14 1 46 
3 11486 3 24 2 55 
4 9784 4 24 3 63 

R1 
2 135163 1 323 1 > 195 
3 90109 14 187 11 177 
4 67582 46 459 16 527 

Table 2. Comparisons on the total number of TSVs 
 

6. CONCLUSIONS 
This paper presents accurate TSV minimization in 
high-level synthesis of 3D ICs design. We use ILP 
to formally draw up the TSV minimization problem. 
Given constraints on the footprint area and the 
number of layers, our objective is to minimize total 
number of TSVs. Compared with previous work [2], 
benchmark circuits show that our approach can 
reduce 30.26% total number of TSVs, without any 
overhead on the footprint area. 
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