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#### Abstract

This paper proposes a vision-based vehicle surveillance system for parking management in outdoor environments. Due to the limited field of view of camera, this system uses multiple cameras for monitoring a wide-area parking lot. Then, an affine transformation is used for linking the relations between cameras. Two major components are included in this system, i.e., vehicle counting and parking place management. For the first one, this system integrates three features, i.e., color, position, and motion together for well tracking vehicles across different cameras. Thus, even though two vehicles are occlude together, they still can be well identified and tracked under different lighting changes. For the second one, we propose a grid-based approach to model the color change of floor for determining whether a parking space is vacant. Due to the perspective effects, the visibility of a parking space is often affected by the vehicle parking on its neighbor space. To tackle this problem, we divide a parking space to different grids with different weights. Then, according to the orientation of parking space. an automatic weighting scheme is proposed for measuring the visibility of each grid. By judging the quantity of edge, we can determine whether the parking spaces are vacant. The experimental results reveal that our system works well and accurately in several different conditions.
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## 1. Introduction

Nowadays, video surveillance becomes more and more popular in many applications. Considering the surveillance system used in a wide range, such as campus, airport and shopping mall, it needs many cameras to build a video-sensor network due to the limited field of camera. Thus, it has to use many cameras to observe the trajectories and the behaviors
of objects for a good surveillance system. In [8], Hsieh proposed a fast stitching algorithm to stitch images. There are many different applications, such as video compression, video indexing, object tracking, or creation of virtual environments.

There are a lot of approaches which had been proposed to object tracking and object detection. In [26], Song et al. used vehicle shape models, camera calibration and ground plane knowledge to detect and track moving vehicles. In [30], Wang discriminated moving cast shadows and handled non-stationary background processes for real-time vehicle detection. In [21], Lou et al. provided an efficient pose refinement method to refine the vehicle's pose parameters. They also used an improved EKF to track and predict vehicle motion with a precise kinematics model. Leibe et al. [19] proposed a system to integrate information over long time periods. Besides, they revised the decision and recovered from mistakes in the light of new evidence without using Markov assumption. In [13], Kasturi et al. proposed a framework for evaluating the performance of object detection and tracking algorithms. The source video data, ground-truth annotations, performance metrics, evaluation protocols, tools including scoring software and baseline algorithm are included in this framework. In [17], Kluckner et al. used an on-line boosting algorithm to incrementally improve the detection results. In [4], Eshel et al. tracked the detected head tops via common assumptions on motion direction and velocity. Zhu et al. [35] presented a sequential architecture for efficient car detection under complex outdoor scene. In [23], they proposed a method to track non-rigid objects by using a covariance based object description and Lie algebra based update mechanism. In [12], they proposed a multilevel homography to track and detect object from a low-angle off-axis camera. Ablavsky et al. [1] used a layered image-plane representation for tacking people through substantial occlusions. In [25], Seemann et al. presented a generative object model that is capable to scale from a general object class model to a more specific object. Bernardin et al. [2] proposed a combination of Haar-feature classifier-based detection and color histogram filtering used to achieve reliable initialization of person tracks even in the presence of camera

## movement.

In addition to the above approach, there are still many papers discussing occluded object tracking. Lin et al. [20] described a Bayesian approach to human detection and segmentation combining local part-based and global template-based schemes. Ryoo et al. [24] presented an approach called "Observe and Explain" which can solve track humans and objects under severe occlusion. In [32], their numerical hybrid local and global mode-seeking trackers are available on challenging airborne videos with heavy occlusion and large camera motions. Zhang et al. [34] proposed a network flow based optimization method for data association needed for multiple object tracking. Yu et al. [33] looked upon the multi-target tracking as a missing data problem, and the solution is found by the variational EM algorithm. Ess et al. [5] presented a mobile vision system for multi-person tracking in busy environments. In order to track pedestrians which have occlusion frequently, their system integrates continuous visual odometry computation with tracking-by-detection.

In the parking lot, in addition to the sensor, the camera is also a mechanism to detect whether a parking space is vacant or not. Wu et al. [31] used an 8-calss Support Vector Machine (SVM) classifier to distinguish each parking space. Huang et al. [9] proposed a 3-layer Bayesian hierarchal detection framework (BHDF) for robust parking space detection. They used local classification model, global semantic model and adjacency model. They also used the vehicle color and edge map [29] to model vehicles.

In this thesis, we propose a framework to accomplish parking management. First, we build an environment by stitching four images which have some overlapped regions among the images. Then, we can use background subtraction to extract foreground objects that can be tracked individually. The system combines appearance and temporal information in order to track objects. In the appearance part, the system records the information which includes color and edge of vehicle in each parking space. In the temporal part, the results of object tracking make sure whether the parking space is occupied or not.

This thesis is organized as followings. Section 2 introduces the overview of our proposed system. Section 3 describes the details of camera synchronization. Section 4 explains the main methods of object tracking. Section 5 presents the parking space detection. The experimental results are presented in Section 6. Conclusions and further research directions are presented in Section 7.

## 2. System Overview

The flowchart of the proposed method is shown in Fig. 1.


Fig. 1 Flowchart of proposed system
First, the image sequences are captured from four cameras, and these four cameras' scenes have some partial overlapped regions. We can take advantage of affine transform [8] to merge them. We use the method of background subtraction to extract foreground information. There are many approaches on background subtraction. We evaluate several methods for extracting well foreground regions and find that some methods have well performance under different environments with some special conditions.

Finally, we choose "Codebook" model [15] as our background subtraction model in our system. Via the background subtraction model, our system can extract well foreground regions but it still has some noise or error sometimes. To reduce these noises, this system proposes to use morphology and connected component algorithm [28].

In tracking, each foreground object has been labeled an ID after using connected component algorithm. Each same object has the same label ID between frames. Hence, we can compute all of the foreground objects between frames. Because the object does not disappear suddenly, we can find the same object by calculating the distance. The "Existent Value" is defined how many frames the object exists. If the existent value of an object is higher than a threshold, the object would be tracked.

The location of each parking space is marked manually in advance because the cameras are static. We do the edge detection for each parking space. If a parking space is vacant, the quantities of edge pixels would be less or empty. On the other hand, if a parking space is occupied, the quantities of edge pixels would be more. Because the size of each parking space is different, the edge rate is used to
detect whether a parking space is vacant. Moreover, the color feature is focus on floor color that is another key issue in our study. If a parking space is vacant, its color almost is the floor color. If a parking space is occupied, its color almost is various.

## 3. Camera Synchronization

The cameras' synchronization will be described in this section. There are four cameras in this system. Because the images of four cameras have some partial overlapped regions, these images of the cameras can be merged to a big image.

### 3.1 Time Alignment

In this system, we use four cameras to capture the different scene's images from different cameras. Because the frame rate is not equal between each camera, the difference is also not the same between frames. The difference is not equal between each cameras and frames. To solve this problem, the minimum value has to be computed firstly. When the system runs, the difference to the minimum value is below 200 milliseconds will be update on each camera. It means it is not probably to update four images every execution time, hence sometimes it updates one camera or four cameras in order to make sure the images are captured from different cameras synchronously.

### 3.2 Affine Transform

In our study, we use affine transform to stitch different images form different cameras so as to form a wide range image for observed clearly. The transformations of an image are usually classified into three parts, and there are rotation, scaling and translation. According to the affine transform, the two images that exists the overlap region can be merged.

In Fig. 2 and Fig. 3, we show the experimental results of merging images.


(c)

Fig. 2 The merge result of the images of camera 1 and camera 2. (a) The image from the camera 1. (b) The image from the camera 2 . (c) The merge result of (a) and (b)


Fig. 3 The merge result of four cameras

## 4. Object Tracking Method

In this section, it will describe full tracking procedures in our system. The pre-processes separated into two parts: "Background Subtraction" and "Remove Foreground Noise". In background subtraction, the background modeling method was based on codebook scheme [14][15] as the main method. In the part of removing foreground noises, the main purpose is to fix errors which are occurred from background subtraction. The method which the system uses in this part must be simple and does not cost too many system resources for applying in real-time system. In tracking, it can be separated into two parts. There are "Non-occlusion Tracking" and "Occlusion Tracking" in this thesis.

### 4.1 Background Subtraction

There are many background subtraction approaches have been discussed. Gaussian Mixture Model (GMM) is a basic model for modeling background information in many surveillance applications. Davis et al. [3] [7] proposed a non-parametric background model for background subtraction. The model could adaptively learn information of scene for modeling background effectively and could model shadows for the purpose of shadow removing. Javed et al. [11] proposed an edge based model for background subtraction. They used the gradient information for advanced verifying foreground regions which were caused by the condition of lighting effect.

In this system, the operator uses the foreground model which was proposed by Kim et al. [14] [15]. Kim proposed a background modeling algorithm which is called "Codebook". He modeled background information with multiple color and brightness models. Different from Gaussian Mixture Model, size of model from different pixel is not the same. The size of model at each pixel is dynamic by the variation of pixel in the training procedure. Background model could learn to overcome the change of scene in the procedure of detection and apply in real-time system. Pixel which is considered as foreground pixel is decided by the distance between input data and codebook models in background database. For example, in Fig. 4, $V_{\mathrm{t}}$ means the vector of the information of single pixel and $V_{\mathrm{b}}$ means one of codebook models in database. The similarity from the part of color is the distance $c$ which is the length of vector $V_{\mathrm{t}}$ projected orthogonal to vector $V_{\mathrm{b}}$. The similarity from the part of brightness is the distance between vectors $V_{\mathrm{t}}$ projected on vector $V_{\mathrm{b}}$ and vector $V_{\mathrm{b}}$. The decision of foreground pixel is based on a combination between the similarity from parts of color and brightness from all codebook models in the pixel.


Fig. 4 Color model for background subtraction.

### 4.2 Remove Foreground Noise

To remove noises of foreground information which is caused by background subtraction, this system proposes to use morphology and connected component to overcome it. After morphology process, connected components algorithm [28] is used to label foreground regions into an index table for each view.

### 4.3 Non-Occlusion Tracking Analysis

In this Section, we will introduce the tracking method foreground objects which do not have occlusion. After processing connected component method, every foreground objects can obtain its numbers. In image sequence, if each foreground object does not have occlusion, the number of each
foreground object should be maintained the same in this situation. In this thesis, the distance of all foreground objects between frames is used to determine whether these objects are the same one. In Fig. 5, the same object has the minimum distance to itself in the next frame can be known. For this reason, we can record the center of all foreground objects frame by frame to compute the distance.


Fig. 5 The foreground on adjacent frames. (a) The foreground in frame 77 (b) The foreground in frame 78

$$
\begin{equation*}
\operatorname{same}\left(i^{\prime}\right)=\arg \min _{P_{j} \in I^{I}}\left\{\operatorname{dis}\left(O_{i}, P_{j}\right)\right\}, \tag{1}
\end{equation*}
$$

where $P_{j}$ is a foreground object in the current frame and $\operatorname{dis}\left(O_{i}, P_{j}\right)$ the Euclidean distance between $O_{i}$ and $P_{j}$.

### 4.4 Occlusion Tracking Analysis

When some foreground objects have occurred the occlusion situation. First, the distance between the foreground objects must be calculated in Fig. 6.


Fig. 6 Distance before occlusion.
Let $C_{O_{1}}$ and $C_{O_{2}}$ denote the centers of two objects $O_{1}$ and $O_{2}$, respectively. In addition, width1, height1, width2 and height2 are the width and height of object1 and object2 respectively. Before the foreground objects have occlusion, these objects can be found by Eq. (3) and Eq. (4).

$$
\begin{equation*}
d i f_{x}=\left|C_{O_{1}} \cdot x-C_{O_{1}} \cdot x\right|-\frac{1}{2} w_{1}-\frac{1}{2} w_{2}, \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
d i f_{y}=\left|C_{O_{1}} \cdot y-C_{O_{1}} \cdot y\right|-\frac{1}{2} h_{1}-\frac{1}{2} h_{2} . \tag{4}
\end{equation*}
$$

When $\operatorname{diff}_{x}$ and $\operatorname{dif}_{y}$ are both smaller than a threshold, it is looked upon as having occlusion. When two objects have occlusion, they can not be found a unique corresponding object in next frame. After these objects are found, some of information of them can be recording in advance. After the occlusion is over, these objects which are separated from occlusion will be compared with the objects which are recording before. The information includes of color, motion and size. The K-L distance method is used to compare the color information.

The K-L distance [18] is used to model $\operatorname{cost}(\mathrm{Q}, \mathrm{D})$ as Eq.(5). The K-L distance is the non-commutative measure of the difference between two probability distributions $P_{\mathrm{Q}}$ and $P_{\mathrm{D}}$. It measures the expected difference in the number of bits required to code samples from when using codes based on $P_{\mathrm{Q}}$ and $P_{\mathrm{D}}$. Typically, $P_{\mathrm{Q}}$ represents the "true" distribution of data, observations, or a precise calculated theoretical distribution. The measure $P_{\mathrm{Q}}$ typically represents a theory, model, description, or approximation of $P_{\mathrm{D}}$. In the system case, $P_{\mathrm{Q}}$ and $P_{\mathrm{D}}$ are both the color histograms for observation.

$$
\begin{equation*}
\cos t(i, j)=-\sum_{i=0}^{4095} P_{Q}[i] * \log \left[\frac{P_{Q}[i]}{P_{D}[i]}\right] . \tag{5}
\end{equation*}
$$

The motion information is mainly focus on its displacement of x -coordinate and y -coordinate. The movement of all the object has inertial. So, the motion value of the object from occur occlusion multiplied by the motion value of the object after occur occlusion is positive. There are pedestrians, motorcycles and vehicles in the parking lot. The sizes of the foreground objects are different. In general, the size of pedestrian is smaller than the size of vehicles in the same camera. For this reason, the size is a feature that can be used to track object, too.

On the other hand, when the two objects started to be overlapped, the Particle Filter [22] can be used to find out the possible positions of these two objects respectively.

The idea of the particle filter is to introduce the recursive Bayesian filter base on sample sets was independently proposed by several groups [6][10][16]. The mainly idea of particle filter is modified from the Condensation algorithm. The particle filter algorithm is very similar to the mean-shift one but the difference is that the particle filter combines with Monte Carlo rule and condensation algorithm to filter out the new object position frame by frame. The experimental results present Fig. 7.


Fig. 7 Tracking results using particle filters. (a) Initial kernel. (b) Generate the random around the initial kernel. (c) State transition. (d) Four good samples are reserved. (e) New samples will occur. (f) Prediction. (g) and (h): Measurements. (i) Tracking result.

The relation between each camera and the merged picture can be obtained. According to the merged picture, we can know which point corresponds to the same position between cameras. Therefore, if the foregrounds correspond to the same position between cameras, it could make sure that the foregrounds are the same object. For this reason, the object track across cameras can be solved. When an object will move across cameras, it has shown in another camera in Fig. 8.


Fig. 8 The same object correspond to the same position

## 5. Parking Space Detection

The parking space detection is another aim of our effort. Because the data of this thesis is in the same scene, each location of the parking spaces can be gotten manually at first, show in Fig. 9. Each parking space in the camera has different size, so some parking spaces can be marked because its size is smaller or not obvious. Because the locations are
gotten first, the center of each parking space is easily obtained.


Fig. 9 Mark each parking space manually. (a) Marked parking space on camera 1. (b) Marked parking space on camera 2. (c) Marked parking space on camera 3. (d) Marked parking space on camera 4.

### 5.1 Edge-based Detection



Fig. 10: Ellipse Marks in each parking space from four cameras. (a) Camera 1. (b) Camera 2. (c) Camera 3. (d) Camera 4.

When the cameras are static, the locations of the parking spaces can be calculated at first. A car has many edges and the vacant parking space has less edge even no edge in the parking space. We should detect it based on the rate of the edge of each parking space. Each parking space has four white lines in its boundary, so it is not good to count the edge in the whole parking space range. If the edges are computed in the entire parking space range, it would get some non-useful edges. Therefore, the method proposed to calculate the edges of parking space is count the edges by using ellipse shape in each parking space, it shows in Fig. 10.

Instead of using circle shape in each parking space, using ellipse shape is more practical. Almost most of parking spaces are ellipse shape. If using circle shape in every parking space, it would lose some information.


Fig. 11 The four points of the center of four boundaries on each parking space.

About the size of ellipse, each parking space certainly has different sizes. Because the locations of each parking space have known before, the four points of four corners of each parking space also can be obtained. After the four points are obtained, the center point of four sides can be calculated. Connect to center points of the symmetrical two sides in Fig. 11 , and the half of longer line is the major axis of ellipse, the half of shorter one is the minor axis of ellipse for each parking space. They are defined as follows:

$$
\text { Minor }=\min (\overline{A B}, \overline{C D})
$$

and

$$
\text { Major }=\max (\overline{A B}, \overline{C D})
$$

where Minor and Major are double of the minor axis and double of the major axis, respectively, A and B are the center points of symmetrical two sides; C and D are the center points of the other symmetrical sides. Therefore, the straight ellipse can be drawing in the center of each parking space. Then, the angle between the major axis of ellipse and horizontal line will be calculated in Eq. (8) as follows:

$$
\begin{equation*}
\theta=\arctan \left(\frac{y_{2}-y_{1}}{x_{2}-x_{1}}\right) \tag{8}
\end{equation*}
$$

where the $x_{2}$ and $y_{2}$ are the coordinate of one end of the longer line and the $x_{1}$ and $y_{1}$ are the coordinate of the other end of longer line. The ellipse should be rotated according to the following equation:

$$
\left[\begin{array}{l}
x_{2}  \tag{9}\\
y_{2}
\end{array}\right]=\left[\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
y_{1}
\end{array}\right]
$$

where $\theta$ is the angle between the major axis of ellipse and horizontal line.

In order to analyze vehicle, the feature "edge map" is also used in this thesis for vehicle representation. The difference of Gaussian (DOG) filter is used for extracting edge points at this stage. The scale space of an image is defined as a function,
$L(x, y, \sigma)$, which is produced from the convolution of a variable-scale Gaussian, $G(x, y, \sigma)$ with an input image $I(x, y)$ by the formula:

$$
\begin{equation*}
L(x, y, \sigma)=G(x, y, \sigma) * I(x, y), \tag{10}
\end{equation*}
$$

where $*$ is the convolution operation in $x$ and $y$, and

$$
\begin{equation*}
G(x, y, \sigma)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} \exp \left[-\frac{x^{2}+y^{2}}{2 \sigma^{2}}\right] . \tag{11}
\end{equation*}
$$

The edge point can be extracted efficiently with $D(x, y, \sigma)$, which is computed from the difference of two nearby scales separated by a constant multiplicative factor $k$ :

$$
\begin{align*}
D(x, y, \sigma) & =(G(x, y, k \sigma)-G(x, y, \sigma)) * I(x, y)  \tag{12}\\
& =L(x, y, k \sigma)-L(x, y, \sigma) .
\end{align*}
$$

Based on Eq.(12), similar to Canny edge detector [27], different edge points can be then detected. In addition to Canny edge detector, another edge detector, Sobel edge detector, can be considered.


Fig. 12 Edge detection by using Canny/Sobel detector. (a) Origin images. (b) Edge detection by using Canny detector. (c) Edge detection by using Sobel detector.
In Fig. 12, the difference between these methods can be known. Base on Eq. (13), when the quantity is smaller than a threshold,

$$
\begin{equation*}
\frac{\text { number of }(\text { edge } \cap \text { ellipse })}{\text { size of parking space }}<T_{\text {edge }} \text {, } \tag{13}
\end{equation*}
$$

it means the parking space is vacant.

### 5.2 Color-based Model

Due to the static cameras, the special position can be recorded in advance. In order to detect whether a parking space is vacant, the floor color is
an important feature. The floor region in the parking lot can be also marked manually, as shown in Fig. 13. First, calculate the mean and the variance of color in the regions. Then, compare with each parking space and floor color in each parking space. Because the region of floor color will vary with time, the mean and the variance of color in the floor region should update with time, too. Especially, not only the shadow but also the sunlight will vary with time.


Fig. 13 Mark floor regions in four cameras. (a) Mark floor region on camera 1. (b) Mark floor region on camera 2. (c) Mark floor region on camera 3. (d) Mark floor region on camera 4.


Fig. 14 The parking space occludes adjacent one. (a) Occlude right (b) Occlude left.

In addition, each parking space has some occlusion due to the occupied parking space around. Similar to Section 5.1, the method is not focus on all parking spaces. According to Eq. (8), the angle of each parking space can be obtained. The angle which is from 0 degree to 90 degree and from 180 degree to 270 degree of the parking space will occlude to the left parking space in Fig. 14(b); the angle which is from 90 degree to 180 degree and from 270 degree to 360 degree of the parking space will occlude to the right parking space in Fig. 14(a).

In real cases, due to the viewing angle, a parking slot will contains other colors due to vehicle occlusion. Like Fig. 15, the parking slot (denoted by a red rectangle) is occupied by other vehicle colors due to occlusions. To more accurately determine whether a slot is really available, we divide it into four grids (see Fig. 15). Different grids own different weights to determine the probability that a
parking slot is available. Thus, according to different viewing angle, different weight is assigned to each grid. Let $R$ denote the parking slot, $g_{i}$ the $i^{\text {th }}$ grid in $R$, $w_{g_{i}}$ the weight of $g_{i}$. Then, the score to determine whether $R$ is an available parking space is defined as

$$
\begin{equation*}
\operatorname{Score}(R)=\sum_{g_{i} \in R} c_{g_{i}} w_{g_{i}}, \tag{14}
\end{equation*}
$$

where $c_{g_{i}}$ is the ratio of pixels in $g_{i}$ belonging to the floor color. Base on Eq. (14), when the probability is greater than a threshold, it means the parking space is vacant.

(a)

(b)

Fig. 15 Parking slot separated into four grids. (a) Occlusion at the right side. (b) Occlusion at the left side.

In above features, the operator should find an equation to combine the two features. Even if the smaller parking space has some edge points, it still has higher rate. In this case, the color feature is more stable. If the ratio of height to width is greater than a threshold, the parking space is defined small. We detect the smaller parking space using more color feature; on the other hand, we detect the bigger parking space using more edge feature.

## 6. Experimental Results

The experimental results of our system show in Fig. 16 and Fig.17. In all the experiments, the image sequences (JPG) are with the dimension $320 \times 240$ that images are captured by IP camera. In all our experiments, the upper parts are the input frame from the IP cameras and the lower parts are the result by merging four camera frames.

### 6.1 Object Tracking



Fig. 16 Object tracking in frame 73.


Fig. 17 Object tracking in frame 169
We evaluated the performance of our algorithm on 8 minutes video. There were 72 moving objects, including cars, pedestrians, and motorcycles; 60 objects were correctly tracked from beginning to end. 8 objects change it ID label in video. And 7 objects missed sometimes.

Table 1 The accuracy rate, false alarm rate and miss rate of object tracking

| Accuracy rate | $83.333 \%$ |
| :--- | :---: |
| False Alarm rate | $11.111 \%$ |
| Miss rate | $9.722 \%$ |

### 6.2 Parking Space Detection

This section illustrates the experimental results of parking space detection. In this part, we use four methods to detect vacant parking space. There are edge-ellipse, edge-four regions, color-ellipse and color-four regions. These results of proposed method will be presented below.

### 6.2.1 Edge-ellipse method



Fig. 18 Result of parking space detection by using edge-ellipse method.

Table 2 The accuracy rate, false alarm rate and miss rate of the parking space detection by using edge-ellipse method

|  | Test video |
| :---: | ---: |
| True-Positive | 493 |
| False-Positive | 38 |
| True-Negative | 816 |
| False-Negative | 26 |
| Accuracy rate | $92.843 \%$ |


| False Alarm rate | $4.449 \%$ |
| :--- | :--- |
| Miss rate | $5.009 \%$ |

### 6.2.2 Edge-based method



Fig. 19 The result of parking space detection by using edge-four regions method

Table 3 The accuracy rate, false alarm rate and miss rate of the parking space detection by using edge-four regions method

|  | Test video |
| :--- | ---: |
| True-Positive | 414 |
| False-Positive | 748 |
| True -Negative | 97 |
| False-Negative | 112 |
| Accuracy rate | $35.628 \%$ |
| False Alarm rate | $88.520 \%$ |
| Miss rate | $21.292 \%$ |

### 6.2.3 Color-ellipse method



Fig. 20 The result of parking space detection by using color-ellipse method

Table 4 The accuracy rate, false alarm rate and miss rate of the parking space detection by using color-ellipse method

|  | Test video |
| :--- | ---: |
| True-Positive | 468 |
| False-Positive | 26 |
| True -Negative | 812 |
| False-Negative | 46 |
| Accuracy rate | $94.736 \%$ |
| False Alarm rate | $3.102 \%$ |
| Miss rate | $8.949 \%$ |

### 6.2.4 Color-four regions method



Fig. 21 The result of parking space detection by using color-four regions method

Table 5 The accuracy rate, false alarm rate and miss rate of the parking space detection using color-four regions method

|  | Test video |
| :--- | ---: |
| True-Positive | 473 |
| False-Positive | 81 |
| True-Negative | 765 |
| False-Negative | 44 |
| Accuracy rate | $85.379 \%$ |
| False Alarm rate | $9.574 \%$ |
| Miss rate | $8.510 \%$ |

### 6.3.5 Proposed method



Fig. 22 The result of parking space detection by using proposed method

Table 6 The accuracy rate, false alarm rate and miss rate of the parking space detection of proposed method

|  | True- <br> positive | False- <br> positive | True- <br> negative | False- <br> negative | Accuracy <br> rate | False <br> Alarm rate | Miss <br> rate |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Video1 | 237 | 4 | 338 | 10 | $98.340 \%$ | $1.653 \%$ | $4.049 \%$ |
| Video2 | 288 | 2 | 242 | 6 | $99.310 \%$ | $0.819 \%$ | $2.041 \%$ |
| Video3 | 168 | 9 | 364 | 4 | $94.915 \%$ | $2.413 \%$ | $3.488 \%$ |
| Video4 | 225 | 5 | 314 | 4 | $97.826 \%$ | $1.567 \%$ | $1.747 \%$ |
| Video5 | 174 | 2 | 362 | 4 | $98.863 \%$ | $0.549 \%$ | $2.247 \%$ |
| Video6 | 183 | 6 | 205 | 2 | $96.825 \%$ | $2.843 \%$ | $1.081 \%$ |
| Video7 | 273 | 10 | 419 | 8 | $96.466 \%$ | $2.331 \%$ | $2.847 \%$ |



Fig. 23 The result of parking space detection by using proposed method


Fig. 24 The result of parking space detection in different scene


Fig. 25 The result of parking space detection in different scene

In above results, the result of edge-four regions method is not acceptable because the edges of vehicles are not always distributed over four regions equally. By using edge-ellipse method, the smaller parking spaces can not detect correctly because the ranges of them are too small to obtain the smaller
ratio of edge to range. So, in order to solve the smaller parking space, we combine the color method to detect them. Sometimes the shadow will occur in some parking spaces so the color method is not always acceptable. For example, a parking space is vacant but it has shadow. In this case, the color model will result in error detection because the shadow color is different from other floor color. So, the edge method is more useful than the color model. The proposed system can work stably in outdoor environment. Fig. 24 and Fig. 25 show the experimental results that reveal our system can work in different lighting situations.

## 7. Conclusions

In this study, we proposed the method of object tracking and parking space detection between multiple overlapping cameras. The framework which we proposed is smart and adapted for both overlapping and non-overlapping cameras. The parking space detection will not need to train in advance. The algorithm can be executed by using multiple cameras.

Experimental results show that our proposed method in parking space detection is robust and stable in various viewpoints. Besides, our system can track objects across cameras on multi-camera. For parking management, our system can utilize the result of tracking to assist it and not need to train in advance.

In the future, the primary tasks are overcoming the change of illumination change in multi-view, and our algorithm can obtain the location of each parking space automatically. Finally, we hope that our proposed system can be more robust to use for real world application.
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