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Abstract―This paper presents a method to detect a slip 
event and a fall event by computing integrated spatiotem-
poral energy (ISTE) map. ISTE map includes motion and 
time of motion occurrence as our motion feature. The ex-
tracted human shape is represented by an ellipse that pro-
vides crucial information of human motion activities. We 
use this features to detect the events in the video with 
non-fixed frame rate. This work assumes that the person 
lies on the ground with no or little motion after the fall 
accident. For indoor and the outdoor scenes with different 
illuminate conditions, we need to adjust the threshold of 
the background subtraction and the parameters of the 
smoothing filter independently. Experimental results show 
that our method is effective for fall and slip detection. The 
total number of testing frames is about 62.7 10× , and we 
use an Intel Core2 Duo 1.8GHz CPU on a Microsoft Win-
dows XP operating system. 

Index Terms―Slip Event Detection, Fall Event Detec-
tion, Integrated Spatiotemporal Energy (ISTE) map, Shape 
Analysis . 

I. INTRODUCTION 

Nowadays, there are the growing populations of 
seniors who require special aid in case of emer-
gency. For home alone people, they need a secure 
environment and improvement of their quality of 
life. Visual surveillance has a wide range of poten-
tial applications such as security surveillance sys-
tem, traffic monitoring, and home care system. 
Surveillance companies have been considering de-
veloping an automatic system to monitor the ab-
normal activities. This work develops an automatic 
security surveillance system to detect a fall and a 
slip event in the video. Our method can deal with 
input video with non-fixed frame rate.  

The human object is firstly extracted by back-
ground subtraction with an adaptive background 

model. To quantify the motion of the human object, 
the motion history image (MHI) has been used; 
however it generates too many false positives. It 
may indicate large motion when people are only 
walking. We define the usual events as the high re-
currences of postures that are similar, and the un-
usual events possess large motion energy. The in-
tegrated spatiotemporal energy (ISTE) map is de-
veloped to detect inflected postures as our motion 
feature factor. The shape of human object is en-
closed by an ellipse after large motion is detected in 
the video. Finally, the shape parameters of an el-
lipse are analyzed by fall detector and slip detector 
to identify the abnormal events. 

Some systems [1, 2] use a direct approach based 
on the analysis of a detailed human body model. 
Most of these systems are not robust, once losing 
tracking; they often need to retrieve information 
from every human body parts. In [3], Brand et al. 
has demonstrated how to monitor the office activity 
with hidden Markov models (HMM). They used 
entropic based HMMs to acquire models and ana-
lyze human activities. 

In [4], Zhong et al. presented an unsupervised 
method for detecting the unusual activity by using a 
combination of many simple features, e.g., analysis 
of the co-occurrence between the video clips and 
motion of the moving objects, without building the 
models of usual activities. Derek et al. [5] extract 
features from a silhouettes and outline a procedure 
for training and identifying the activity. Using a 
method similar to the document-keyword analysis, 
they divided the video into equal length segments 
and classified the extracted features into prototypes, 
from which a prototype-segment co-occurrence 
matrix was calculated and used to determine the 



                                                                             

abnormal activity. 
Another method [6, 7] analyzes the aspect ratio 

of the moving object’s bounding box representing 
the person in a single image. The works in [8] used 
the normalized vertical and horizontal projection of 
segmented object as feature vectors. Sixsimith et al. 
[16] use infrared sensor and classify falls by using 
a neural network and the 2D vertical velocity of the 
person. Their systems can not differentiate between 
real fall incident and an event when the person is 
simply lying or sitting down abruptly. This mistake 
is made due to either inappropriate feature extrac-
tion or poor classification. 

NaitCharif et al.[9] track the person using an el-
lipse, and analyze the resulting trajectory to detect 
inactivity outside the normal zones like chairs and 
sofas. In [12], Homa etal. used the Integrated Time 
Motion Image (ITMI) as motion feature. They used 
the eigenspace technique for motion feature reduc-
tion. The main supposition behind this procedure is 
that the behavior space has a lower dimension than 
the image space and that the recognition of the be-
haviors can be performed in this reduced space [13]. 
For each activity, which has to be recognized, a so-
litary neural network has been used. So for recog-
nition of n activities, n neural networks exit. How-
ever, the ITMI is an inappropriate feature in a rea-
listic surveillance system. When human people 
move from left to right or from right to left in the 
video frame horizontally, the ITMI can be used to 
record exactly the motion information. 

This work presents a method for tracking human 
objects and measuring the posture-energy by using 
ISTE map which is different from [10]. Our method 
detects a fall and a slip by assembling the observed 
information. There are four main steps in our me-
thod illustrated as follows: 

(1) Extract the foreground object from frames in 
video. 

(2) Calculate ISTE map from the foreground 
image. 

(3) Approximate the human object by an ellipse 
using moments [11]. 

(4) Analyze the parameters of the ellipse to 
detect a slip and a fall in the frame. 

 
Figure 1. System overview. 

II. FOREGROUND EXTRACTION 

First, we introduce how to extract the fore-
ground objects in each frame. We assume that the 
region of interesting (ROI) has sufficient illumina-
tion, so that we can use RGB color feature of each 
pixel for background models training. 

To segment the foreground object from a com-
plex background, we use the background subtrac-
tion method. The background model ( B ) is adap-
tively updated as 

1 (1 ) (~ )t t at tB B I Dα α−= • + − • •     (1) 

where the weighting coefficient (α ) is a real num-
ber between 0 and 1, tD  is the input frame at time 
t, and atI  is the binary people mask that is a bi-
nary representation of the people extracted from the 
image sequence at time t. It is defined by subtract-
ing the ‘brightness’ within input image sequences. 
The estimated stationary background model is de-
fined as 
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( , ) || ( , ) ( , ) ||t t tM i j B i j V i j= −        (3) 

where ( , )tV i j  and ( , )B i j  are the ‘brightness’ at 
pixel ( , )i j  in the input frame and the background 
model at time t, and tM  is the difference value 
between a input frame and the estimated stationary 
background. 

After background subtraction, we may find some 
noise of the extracted foreground image ( aI ). 
Therefore, it is very troublesome for objects extrac-
tion, and object tracking. To remove noise and ob-
tain a more clean-cut object silhouette, we apply 
morphological filtering and labeling process. 

To remove noises from ( )aI t , closing and 
opening operation are used as 

( )aI I B B= •            (4) 

where •  and  are the opening and closing op-
erations. I  is a foreground image indicating the 
human object. Figure 2 shows some foregrounds 
after removing noises. 

 
(a)            (b) 

Figure 2. The results of foregrounds after 
removing noises. (a) input frame (b) results 

Once the foreground regions are separated from 
the background, we need to label the disconnect 
regions for different objects. The purpose of labe-
ling is to assign the same value to connected com-
ponent, no matter the component is large or small. 
After labeling, all the connected components are 
assigned the same label. We can calculate the 
component size and sorting these components ac-
cording to their sizes. 

III. MOTION INFORMATION 

A falling event and a slipping event actually 
cause massive motion in video. Therefore, we may 
take advantage of the motion information of the 
video sequence. Here, we describe how to obtain 
the features based on detecting a large motion. To 
get the motion information, we compute the quan-
tity of shape variation of the posture of the seg-
mented human object. To quantify the motion of 
the human object, we develop a method to compute 
a motion activity coefficient ISTEC  using the inte-
grated spatiotemporal energy (ISTE) map. Before 
we detect a fall or a split, we detect a large motion 
by analyzing the coefficient ISTEC . 

A. Normalization 
To compute the ISTE map, we have to normalize 

the foreground image ( , )I x y . Here, we use the 
bounding box that is defined by its center ( , )b bx y , 
and the length w  and h  of its width and height 
as shown in the Figure 3(a). The bounding box 
represents the human object as shown in the Figure 
3(b). Then, we normalize the bounding box and 
build an ISTE map. 

 
(a)                (b) 

Figure 3. (a) The bounding box is defined (b) 
The results of the corresponding bounding box. 

There are two main steps in the normalization 
process that can be used to generate the normalized 
human object ( )normalizedI t  image at time t :  

(1) Set bx  as the same coordinate newx . 

(2) Normalize the size of the bounding box of 
each frame, when the width is smaller than 
one third of the height. 

 



                                                                             

 
(a)                (b) 

Figure 4. (a) An input frame (b) Put the center of the 
bounding box to the new coordinate. The circles represent 
the new coordinates of the centers of the bounding boxes. 

B. Integrated Spatiotemporal Energy Map 
After normalization, we compute the motion ac-

tivity coefficient ISTEC  by using the ISTE map. To 
build the ISTE map, we record T  binary frames 
that are normalized as shown in Figure 4(b). Each 
binary normalized frame has been assigned a 
weight to emphasize the influence of that specific 
frame. The weight is defined as 

( )2
2

ˆ

2( )
t T

w t Ae σ

− −

= , ˆ ˆT T t T− ≤ ≤    (5) 

Because the weighting function ( )w t  is an in-
creasing function, we can see that as time increas-
ing, the binary images provide more influential in-
formation. We can define the ISTE map obtained by 
summing the energy images E  as shown in the 
following: 

( ) ( ) ( )normalizedE t I t w t= •       (6) 
ˆ

ˆ

ˆ( ) ( )
T

t T T

ISTE T E t
= −

= ∑         (7) 

where ( )normalizedI t  and ˆ( )ISTE T  is the norma-
lized human object image at time t and the ISTE 
map at time T̂  respectively. Besides, the most ac-
tive (MA) area has the highest energy in an ISTE 
map shown in Figure 5: 

 
Figure 5. A person is on the ground without moving. (a) 
An input frame. (b), (c) The ISTE map. (d) The contour 
line of the ISTE map. 

As shown in Figure 5, the ISTE map indicates a 
person laying on the ground. To verify a fall event, 
we may check if the person is immobile on the 
ground. We detect little motion if ISTEC  changes 
slowly. The energy of an ISTE map is high when 
people do not move as shown in Figure 5(c), and 
there are a few low-energy regions in an ISTE map. 

When people suddenly change their postures, 
the motion energy of the ISTE map may also 
change as shown in Figure 6. In Figure 6(d), we 
can clearly see that the contour lines are different 
and the MA area is very small. A large amount of 
motion activity occurs when the energy of the ISTE 
map suddenly changes. Besides, the MA area is 
smaller than the other regions. 

 
Figure 6. A person is falling. (a) An input frame. (b), (c) 
The ISTE map. (d) The contour line of the ISTE map. 

The MA area of the ISTE map is the overlapped 
region of the energy images ( )E t , so it has the 
highest energy. For people with normal walking or 
on the ground, the shape of the MA area is similar 



                                                                             

to the shape of human object. The above results 
show that motion activity of the human object is 
reciprocally proportional to the MA area of the 
ISTE map. 

When people are running, the MA area will ac-
cumulate large ISTE energy as shown in Figure 7(b) 
and Figure 8(b). The part of the legs in the ISTE 
map has small energy because the posture of the 
legs changes a lot as people are running. In our 
system, we assume that a falling event and a slip-
ping event crate massive motion. To avoid the false 
alarm, we should quantify the motion activity as 
running or small motion. However, the ISTE map 
can be used to quantify motion accurately such as 
people running as shown in Figure 7 and Figure 8. 

 
Figure 7. A person is walking. (a) An input frame. (b), 
(c) The ISTE map. (d) The contour line of the ISTE map. 

 
Figure 8. A person is running. (a) An input frame. (b), 
(c) The ISTE map. (d) The contour line of the ISTE map. 

In Figure 9, a person is sitting down. The MA 
area of ISTE map is large enough to be used to 
identify the people with small motion. So our sys-
tem can differentiate between the real fall incident 
and an event when the person is simply lying or 

sitting down abruptly. 
To quantify the motion, we define the ISTE mo-

tion activity coefficient ISTEC  at time t T=  con-
sisting of the characteristic of the ISTE map as 

 
Figure 9. A person is sitting down. (a) An input frame. (b), 
(c) The ISTE map. (d) The contour line of the ISTE map. 
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where the blob  indicates the MA area with the 
highest energy. We may detect large motion using 
the ISTE motion activity coefficient ISTEC  as 

, ( ) | ( 1) |
arg

,
ISTE t T ISTE t Ttrue C t C t

l e Motion
false otherwise

ε= =− − >⎧
= ⎨
⎩

(9) 

where ε  is the best threshold which is determined 
by the Otsu thresholding method. Having detected 
a massive motion, we continue analyzing the shape. 

C. Comparison with Other Motion Measures 
Optical flow [15] is commonly used to detect 

motion in a video sequence. However, optical flow 
is not well-suited for real-time application. There-
fore, several motion features have been proposed to 
represent the motion activity in one frame. Motion 
history image (MHI) as shown in Figure 10 has 
been proposed as 

, ( , , ) 1
( , , )

{0, ( , , 1) 1},
if I x y t

H x y t
Max H x y t otherwiseτ

τ

τ =⎧
= ⎨ − −⎩

(10) 

where ( , , )I x y t  is a binary image obtained from 
background subtraction, and τis the maximum 
duration of accumulating motion activity. 



                                                                             

 
(a)              (b)               (c) 

Figure 10. MHI (a) running (b) slipping (c) walking. 

In [10], Rougier et al. quantify the motion activ-
ity of the object by analyzing the MHI within the 
blob as 

,

( , , ) ( , , )

#( )
x y

H x y t I x y t
motion of person

pixels blob

τ •
=

∈

∑
 (11) 

where ( , , ) ( , , )H x y t I x y tτ •  is shown in the bot-
tom row of Figure 11. When the object makes a 
massive motion, ( , , ) ( , , )H x y t I x y tτ •  is more 
brightly. For a surveillance system, we need to deal 
with input the video with non-fixed frame rate. The 
MHI suffers from the problem of generating too 
many false positives. For example, it may detect a 
large motion when people are walking as shown in 
Figure 12. The frame rate in the Figures 12 and  
13 is 3 FPS. 

 
(a)           (b)           (c)          (d) 

Figure 11. Top row images indicate MHI. Middle row 
images represent the blob. Bottom row images represent 

( , , ) ( , , )H x y t I x y tτ • . Column (a) walking. Column (b) a 
person is on the ground without moving. Column (c) fall-
ing. Column (d) running. 

To overcome the problem of floating frame rate, 
we use the ISTE map to quantify the motion of the 
human object in the video sequence. In Figure 13, 
ISTE maps can quantify the motion of the human 

object correctly by using the video sequence with 
low frame rate. 

IV. HUMAN OBJECT SHAPE ANALYSIS 

Having detected a massive motion by using ISTE 
map, we continue analyzing the segmented human 
shape. The human shape is approximated by an el-
lipse based on the moment analysis [11]. An ellipse 
is defined by five different shape parameters as its 
center ( , )x y , its orientation θ  and the length a  
and b  of its major and minor semi-axis. The 
shape parameters of ellipse can be used to detect a 
fall and a slip. 

 
(a)           (b)          (c)          (d) 

Figure 12. Motion of the three results are bigger than 
90%. However, people are just walking. Video with 3FPS. 
(a) running ,100%. (b) walking, 93.33%. (c) walking, 
89.86%. (d) walking, 90.2%. 

 
Figure 13. ISTE map results of the Figure 12. 

A. The center of the ellipse 
With a binary human object image ( , )I x y , the 

moment of order ( )p q+  is defined as 

( , )p q
pq

x y
m x y I x y=∑∑       (12) 



                                                                             

where , 0,1,2...p q = . The center of the ellipse is 
obtained by computing the coordinates of the cen-
troid with the first and zero-order spatial moments 
as 

10

00

mx
m

=  , 01

00

my
m

=         (13) 

where ( , )x y  is the centroid of the human object. 
The centroid ( , )x y  is used to compute the central 
moments as follows: 

( ) ( ) ( , )p q
pq

x y

x x y y I x yμ = − −∑∑   (14) 

B. The angle of the ellipse 
Here, we compute the angle between the major 

axis of the human object and the horizontal axis 
0y = . The angle gives the orientation of the ellipse, 

which can be computed by calculating the central 
moments of the second order as follows: 

11

20 02

21 arctan
2

μθ
μ μ

⎛ ⎞
= ⎜ ⎟−⎝ ⎠

       (15) 

C. The semi-axes of the ellipse 
To compute the major semi-axis a  and the mi-

nor semi-axis b  of the ellipse, we firstly compute 
minI  and maxI , that are the least and the greatest 

moments of inertia. However, they can be com-
puted by evaluating the eigenvalues of the 
co-variance matrix in [11] as follows: 

20 11

11 02

J
μ μ
μ μ
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

           (16) 

The eigenvalues minI  and maxI  of the 
co-variance matrix are given as 

( )2 2
20 02 20 02 11

min

4
2

I
μ μ μ μ μ+ − − +

=    (17) 

( )2 2
20 02 20 02 11

max

4
2

I
μ μ μ μ μ+ + − +

=    (18) 

In [14], they computed the major semi-axis a  
and the minor semi-axis b  of the best fitting el-
lipse as 

( )
11 3 84 max

min

4 I
a

Iπ

⎡ ⎤⎛ ⎞= ⎢ ⎥⎜ ⎟
⎝ ⎠ ⎢ ⎥⎣ ⎦

, ( )
11 3 84 min

max

4 I
b

Iπ

⎡ ⎤⎛ ⎞= ⎢ ⎥⎜ ⎟
⎝ ⎠ ⎢ ⎥⎣ ⎦

 (19) 

A bounding box can be described with two para-
meters: width and height, which is used to 
represent a human object as shown in Figure 14. To 
represent a human object, we can also use an el-
lipse that is defined by its center ( , )x y , its orien-
tation θ  and the length a  and b  of its major 
and minor semi-axis. The orientation θ  of the el-
lipse provides more information than other features 
of the ellipse. The approximated ellipse is more 
useful than a bounding box for analyzing the hu-
man shape.  

 
(a)          (b)           (c) 

Figure 14. (a) An input frame (b) approx-
imated ellipse (c) bounding box. 

V. SLIP AND FALL DETECTION 

For moving object, we record the time-varying 
motion parameter as θmean and /mean mean meanratio b a=  
during building ISTE map. To detect a slip in the 
video, we compute the variation of the orientation 

θσ  and the ratio of axes /b aσ  as 
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a
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⎛ ⎞
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⎝ ⎠
(21) 

If the following condition is satisfied, then a slip 
will be detected. 

, 45 0.3

,

b
a

true or
Slip

false otherwise

θσ σ°⎧ > >⎪= ⎨
⎪⎩

     (22) 

After a slip is detected, the human shape is fur-
ther analyzed for fall detection. The orientation 
standard deviation θυ  and the ratio standard devi-
ation /b aυ  of the ellipse that represent the human 
object are defined as 

( )

( )

2

2
/

( ) ( 1) ,

( ) ( 1)b a

t t

ratio t ratio t

θυ θ θ

υ

= − −

= − −

       (23) 

where ( ) ( ) / ( )ratio t b t a t= , which is the proportion 
of the major semi-axis a  and the minor semi-axis 
b .The displacement of the ellipse is computed by 
its center ( , )x y  and defined as 

( ) ( )2 2
( . ) ( ) ( 1) ( ) ( 1)x y x t x t y t y tυ = − − + − −   (24) 

When the human object falls perpendicularly to 
the camera optical axis, the orientation θ  changes 
significantly and θυ  is large. On the other hand, if 
the ratio b/a changes and /b aυ  is large, then hman 
object falls parallel to the camera optical axis. 

A possible fall is detected if θυ >15
o
, or if 

/b aυ >0.3, or if ( , )x yυ >20 pixels. Once a possible 
fall is detected, the following verification is re-
quired to make sure if the human object is immo-
bile on the ground. We confirm the fall when a sta-
tionary object lasts for more than 5 seconds after 
the possible fall detection occurs. If the object still 
continues to move during these 5 seconds, then it 
cannot be a fall. There are three criteria to detect a 
stationary ellipse: 

(1) Few motions in the blob of the human object : 
( ) | ( 1) |ISTE t T ISTE t TC t C t ε= =− − ≤  

(2) An unmoving centroid : ( . ) 5x y pixelsυ ≤  

(3) An unmoving shape : / 0.1b aυ ≤  or 5θυ ≤  

 

 
Figure 15. A possible fall. 

VI. EXPERIMENTAL RESULTS 

The testing videos are captured by a JVC camera. 
The resolution of color image frame is 
320 240 24× ×  bits. We do the experiments using 
with an Intel Core2 Duo 1.8GHz CPU on a Micro-
soft Windows XP operating system. 

In the experiments, we define the measurement 
of accuracy of the system as follows: 

_ _

_

_ _

_

|| ||
100%

|| ||
100%

100%
2

n slip n slip
slip

n slip

n fall n fall
fall

n fall

slip fall
avg

Gth Det
CT

Gth

Gth Det
CT

Gth

CT CT
CT

−
= ×

−
= ×

+
= ×

   (25) 

Where _n slipGth  is the ground truth of the num-
ber of human object slipping in the video sequence, 

_n slipDet  is the detected number of human object 
slipping in the video sequence, _n fallGth  is the 
ground truth of the number of human object falling 
in the video sequence, _n fallDet  is the detected 
number of human object falling in the video se-
quence. 

Our experiments results are demonstrated in the 



                                                                             

indoor and the outdoor scenes as shown in Figure 
16. For each scene, the illuminate condition varies, 
so the threshold of the background subtraction and 
the parameters of the smoothing filter are adjusted 
independently. The total number of testing frames 
is about 62.74 10× . 

 
Figure 16. Test videos. 

A. Object moving inside the scene continuously 
The motion activity coefficient ISTEC  and the 

status are shown in Figure 17-1. A large motion is 
detected when the peak of the variation of ISTEC  is 
larger than a threshold (indicated by a red line). 
After we detect a slip event in the video, we con-
tinue to detect a fall event. So a slip event is in-
cluded in a fall event. The variety of the parameters 
of the ellipse and some results are shown in Figure 
17-2. 

  

Figure 17-1. (a) ISTEC . (b) The status. 

  
Figure 17-2. Results of a video in the gym. 

B. Object moving out of the scene 
The foreground region decreases, which indicates 

the object moving out off the view. So ISTEC  has 
large variation as shown in the Figure 18-1. Large 
motion in this case do not generate the false alarm 
in our system because there is no complete human 
shape to be analyzed. So, the slip detector and the 
fall detector are not activated. When a person is on 
the ground without moving, ISTEC  changes very 
little. The variety of the parameters of the ellipse 
and some results are shown in Figure 18-2. 

  

Figure 18-1. (a) ISTEC . (b) The status. 



                                                                             

 
Figure 18-2. Results of a video at the piazza. 

C. Camera is not stationary 
The foreground object is not well segmented 

when the video is noisy as shown in the Figure 
19-2. It occurs when the camera is moved by a 
blast wind, that makes the foreground subtraction 
fail. So ISTEC  curve has a sharp variety as shown 
in the Figure 19-1. However, it may detect a false 
alarm as the second slip event. After the back-
ground model is updated, the accuracy rate can be 
improved. 
D. Human object sitting down 

Our system can differentiate between the real fall 
incident and the event when the person is simply 
lying or sitting down abruptly as shown in Figure 
20-2. The motion activity coefficient ISTEC  
changes little when a person is sitting down as 
shown in Figure 20-1. The ISTE map can exactly 
quantify the motion of the human object, so the 
false alarm can be avoided as people sitting down. 

  

Figure 19-1. (a) ISTEC . (b) The status. 

 
Figure 19-2. Results of a video at the piazza with one false 
alarm. The worse foreground that makes the false alarm is 
segmented as the second column. 

 

 

Figure 20-1. (a) ISTEC . (b) The status. 

 
Figure 20-2. Sitting down will not be detected as 
falling incident. 



                                                                             

In our experiment, the illumination of glass and 
automatic door blinks severely so that the fore-
ground object segmentation may fail. Table 1 
shows the overall counting accuracy rate. We use 
24 videos with 135’27” at different places as our 
testing data as shown in Figure 21. 

 
Figure 21. Experimental results . 

Table 1. The experimental result of counting 
number for our testing database. 

 Slip Event Fall Event 

Ground Truth 145 90 

Counting Number 139 82 

Accuracy Rate 95.86% 91.11% 

&slip fallCT CT  4.14%slipCT =  8.89%fallCT =

avgCT  6.51%avgCT =  

VII. CONCLUSION AND FUTURE WORK 

We proposed a method to detect a slip event and 
a fall event by computing integrated spatiotempor-
al energy (ISTE) map as our motion feature and 
analyzing the shape of human object. The human 
shape that is fitted by an ellipse providing crucial 
information of human motion activities. We use this 
features to measure the events on a realistic sur-
veillance system with non-fixed frame rate. 

 An unusual scene is further detected in our sys-
tem. Error detections typically occur when the hu-
man object is not well segmented by background 
subtraction. The unfixed cameras will generate in-
correct information of the background model, so 
the foreground object cannot be segmented accu-
rately. We need to develop a algorithm that can 
adaptively update the foreground model once the 
camera is unfixed. 
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