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#### Abstract

IEEE 802.11 standard provides a reference design of a simple scheduler and admission control unit. The reference design is suitable for CBR traffic because a fixed TXOP is allocated to a connection during service. This paper proposes a novel scheduler for VBR traffic, where the polling list and TXOP values are dynamically updated to have multiplexing gain. Moreover, an effective admission method is also provided as well to guarantee the loss rate.
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## I. InTRODUCTION

Nowadays, the wireless networks such as IEEE 802.11 WLANs [1] are deployed widely with rapidly increasing numbers of users all over the world. As real-time applications such as VoIP and Streaming Video are getting more common in daily life, quality of service (QoS) guarantee over wireless networks is becoming an important issue.

IEEE 802.11 standard defines a coordination function which is called Hybrid Coordination Function (HCF) and is implemented at a QoS-aware AP (QAP). This function consists of the contention-based Enhanced Distributed Channel Access (EDCA) and the contention-free HCF Controlled Channel Access (HCCA). Because of the contention-free nature, HCCA can provide much better QoS guarantee than EDCA. HCCA requires a centralized QoS-aware coordinator, called Hybrid Coordinator (HC), which has a higher priority than normal QoS-aware stations (QSTAs) in gaining channel control. HC can gain control of the channel after sensing the medium idle for a PCF interframe space (PIFS) interval that is shorter than DCF interframe space (DIFS) adopted by QSTAs. After gaining control of the transmission medium, HC will poll QSTAs according to its polling list. In order to be included in HC's polling list, each QSTA needs to make a separate QoS service reservation, which is accomplished by sending the Add Traffic

Stream (ADDTS) frame to HC. In this frame, QSTAs can give their traffic characteristics a detailed description in the Traffic Specification (TSPEC) field. Based on the traffic characteristics specified in TSPEC and the QoS requirements, HC calculates the scheduled service interval (SI) and transmission opportunity (TXOP) duration for each admitted flow. TXOP is a time duration that a QSTA can use each time when it was polled. Upon receiving a polling frame, the polled QSTA either responds with QoS-Data if it has packet to send or a QoS-Null frame otherwise. When the TXOP duration of a QSTA ends, HC gains the control of channel again and either sends a QoS poll to the next station on its polling list or releases the medium for EDCA if there is no more QSTA to be polled.

IEEE 802.11 provides a reference design of HCCA, where each connection is allocated a fixed TXOP and a simple admission control is derived. The reference design is based on average rate of arrival traffic, and hence is only effective for CBR applications. Some scheduling methods [3]-[5] were designed to handle VBR traffic, but no corresponding admission control method was provided. The system efficiency or performances are improved, but QoS can not be guaranteed at high load without admission control. The authors in [6] proposed an admission control method according to the effective TXOP durations calculated derived the distribution of arrival traffic. Later on, the authors in [7] used Gaussian approximation for traffic distribution to reduce the computation complexity. Because the above two schemes all allocate a fixed TXOP duration for each connection, there is no multiplexing gain. The authors in [8] designed a HCCA MAC with multiplexing gain, but the investigated system only used simple FIFO service discipline.
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Figure 1: Relation between HCCA and EDCA
In this paper, we propose a scheduler for HCCA MAC, where the flows are served in a dynamic order and the allocated TXOP duration is calculated based on queue status. The remainder of this paper is organized as follows. In Section II, we describe some background information about HCCA. In Section III, we introduce the design of our HCCA MAC including the scheduler, the calculation of TXOP durations, and an admission method. Section IV contains some simulation results to demonstrate the advantages of our design. Finally, we draw conclusion in Section V.

## II. BACKGROUND INFORMATION

In a 802.11 QoS MAC, the HC may start the Controlled Access Phase (CAP) at the beginning of every SI and allocate TXOP to each flow as shown in figure 1. SI is a sub-multiple of the beacon interval $T$. Let $\rho_{i}, L_{i}, M_{i}$, and $R_{i}$ denote, respectively, the Mean Data Rate, Nominal MSDU Size, Maximum Allowable Size of MSDU, and Minimum Physical Transmission Rate of flow $i$. The reference scheduler in the IEEE 802.11 [1] calculates the $\mathrm{TXOP}_{i}$ for the new flow $i$ by

$$
\begin{align*}
& \mathrm{TXOP}_{i}=\max \left(\frac{N_{i} \times L_{i}}{R_{i}}+O, \frac{M}{R_{i}}+O\right), \\
& \text { where } N_{i}=\left\lceil\frac{S I \times \rho_{i}}{L_{i}}\right\rceil . \tag{1}
\end{align*}
$$

$O$ denotes the overhead including CF-Poll frame, MAC header, CRC, ACK frames, and SIFS. It will accept the new flow if the following equation can be met.

$$
\begin{equation*}
\sum_{j=1}^{i} \frac{T X O P_{j}}{S I} \leq \frac{T-T_{C P}}{T}, \tag{2}
\end{equation*}
$$

where $T$ and $T_{c p}$ denote respectively the beacon interval and the time used for EDCA. If flow $i$ is admitted, its TXOP duration is fixed at $\mathrm{TXOP}_{i}$ all the time.

The reference scheduler uses equation


Figure 2: Block diagram of the proposed scheduler.
estimate the average number of traffic in one SI based on the mean data rate $\rho_{i}$. Because the burst nature is not considered in the reference scheduler, serious traffic loss will occur when the burst is large.

The investigated system can modeled as a buffer-less queue system, where the packets arriving in the previous SI are dropped if they cannot be served in the current SI. The authors in [6] used exact arrival process to compute the required TXOP duration to guarantee the probability of packet loss. The major issue of such implementation is that we need to know the exact arrival process which unfortunately is hard to model. In [7], the Gaussian approximation for arrival traffic of each flow is proposed and proved to be sufficiently valid by simulation. The computation complex is significantly reduced, but it is sometimes too conservative from our simulation result. The two approaches are both per-flow basis and there is no multiplexing gain.

## III. PROPOSED SCHEDULER AND ADMISSION CONTROL

## A. Proposed Scheduler

The block diagram of our design is shown in figure 2 . The queue manager maintains a dedicated queue for each flow. At the end of each SI, the queue manager will count the undelivered traffic for each flow such that the system can calculate the current loss, denoted by $p_{i}$, at $n$th SI by equation (3).

$$
\begin{equation*}
p_{i}=\frac{\sum_{j=1}^{n} d r o p_{j}}{\rho_{i} \times n S I}, \tag{3}
\end{equation*}
$$

where $d r o p_{i}$ is the amount of traffic dropped. Moreover, at the beginning of each SI, the system
will allocate TXOP duration to flows according to the polling list until all flows are served or the CAP ends. The maximum duration of CAP will be determined by the admission control.
Our design goal is to keep the average traffic loss of each connection within a given threshold, denoted by $P_{L}$. Since it is required to maintain fairness between flows, our scheduler will update the polling list according to the measured loss rate of each flow. A flow with large loss will have higher priority. After the polling list is arranged, the TXOP durations are calculated flow by flow as follows.
To guarantee the average rate, we reserved initial value TXOP $_{i}^{\text {ini }}$ for each flow, where TXOP $_{i}^{\text {ini }}$ is calculated by equation (1). Because the arrival traffic is dynamic, sometimes TXOP $_{i}^{\text {ini }}$ is larger than the actual demand. Let $T_{i}$ be the time to serve the entire backlog for flow $i$ at the beginning of current SI. We can calculate the remaining time by equation (4).

$$
\begin{equation*}
T D_{\text {remain }}=\left(\mathrm{CAP}^{\left.-\sum \mathrm{TXOP}_{i}^{i n i}\right)+\sum\left(\mathrm{TXOP}_{i}^{i n i}-T_{i}\right)^{+} . . . ~}\right. \tag{4}
\end{equation*}
$$

The scheduler serves the highest priority flow with TXOP duration equal to its initial value plus the remaining time. If all data is transmitted and there is some remaining time left, the scheduler will add the remaining time to the TXOP of the flow with second highest priority. Similar process continues until all flows are served. The detail procedure is shown below.

## Pseudo code of scheduler

1. Calculate $\mathrm{TXOP}_{i}^{\text {ini }}$ by equation (1).
2. Calculate $T D_{\text {remin }}$ by equation (4).
3. Let $i$ be the highest priority flow in the polling list.
4. The TXOP duration is calculated by

$$
\mathrm{TXOP}_{i}=\min \left\{T_{i},\left(\mathrm{TXOP}_{i}^{\text {ini }}+T D_{\text {remain }}\right)\right\} .
$$

5. Transmit data for flow $i$.
6. Update $T D_{\text {remain }}=\mathrm{TXOP}_{i}^{i n i}+T D_{\text {remain }}-S_{i}$, where $S_{i}$ is the time used to serve the traffic for flow $i$.
7. Remove flow $i$ from the polling list.
8. If the polling list is nonempty, go to step 2; otherwise, stop HCCA and perform EDCA.

## B. Admission Control

Admission control is indispensable to networks. In addition to guarantee QoS for HCCA users, it is also important to let EDCA users share the bandwidth well. This paper proposes an effective admission control method for the above scheduler to complete the MAC design. From the simulation result, we can see that the resulting loss rate is close to the target. It means that we can allocate the resource well and EDCA users can share more bandwidth.
Because our scheduler serves flows according to current loss rate, the loss rates for all flows will be even after a long run. The key to admission control is to determine the duration of CAP. The amount of traffic for flow $i$ in one SI can be modeled by a random variable $X_{i}$. According to Lyapunov's central limit theorem, the summation of independent random variables will converge to a Gaussian random variable. Therefore, we model the aggregated traffic in one SI by $Y=N(\mu, \sigma)$. Let $\mu_{i}$ and $\sigma_{i}$ be respectively the mean and standard variation of $X_{i}$, and we have

$$
\begin{align*}
\mu & =\sum \mu_{i} \\
\sigma & =\sqrt{\sum \sigma_{i}^{2}} \tag{5}
\end{align*}
$$

Similar to the analysis in [7], let $c=\mu+\alpha^{*} \sigma$ be the amount of resource we reserved. We can calculate the loss rate by

$$
\begin{aligned}
p= & \frac{E\left((Y-c)^{+}\right)}{E(Y)}=\frac{\int_{c}^{\infty}(Y-c) f_{Y}(y) d y}{\mu} \\
& =Q\left(\frac{c-\mu}{\sigma}\right)+\left[\frac{\sigma}{\mu \sqrt{2 \pi}} e^{\frac{-(y-\mu)^{2}}{2 \sigma^{2}}}-\frac{c}{\mu} Q\left(\frac{c-\mu}{\sigma}\right)\right], \\
& \text { where } Q(\alpha)=\int_{\alpha}^{\infty} \frac{1}{\sqrt{2 \pi}} e^{\frac{-x^{2}}{2}} d x .
\end{aligned}
$$

To simply the computation, this paper approximates the loss by $p \approx Q\left(\frac{c-\mu}{\sigma}\right)=Q(\alpha)$. For a given $P_{L}$, we can search the optimal value for $\alpha$ by looking up the table of $Q$ function. After $c$ is determined, the number of packets can be estimated by $N=c / L$ where $L$ is the Nominal MSDU Size.
Finally, the required CAP is determined by

$$
\begin{equation*}
\mathrm{CAP}=\frac{c}{\text { PHY Rate }}+n *\left(O+\mathrm{SIFS}+T_{\text {poll }}\right), \tag{7}
\end{equation*}
$$

where $n$ and $T_{\text {poll }}$ are the number of flows and the transmission time of polling frame. The admission test is simply checking if equation (8) holds.

$$
\begin{equation*}
\frac{\mathrm{CAP}}{S I} \leq \frac{T-T_{C P}}{T} \tag{8}
\end{equation*}
$$

It is worthy to point out that we assume equal PHY rate here. For the case with different PHY rate, we need to normalize the parameters in equation (5), and the rest procedure is the same.

TABLE 1. INPUT PARAMETERS AND VALUES

| Parameter | Value |
| :--- | :--- |
| $P_{L}$ | 0.1 |
| PHY rate | 216 Mbps |
| Service Interval (SI) | 100 ms |
| $T_{C P} / T$ | 0.5 |
| Slot time | $9 \mu \mathrm{~s}$ |
| SIFS | $16 \mu \mathrm{~s}$ |
| DIFS | $34 \mu \mathrm{~s}$ |
| $T_{\text {poll }}$ | $9.33 \mu \mathrm{~s}$ |
| CWmin | 15 |
| Per-packet overhead | $35.93 \mu \mathrm{~s}$ |

## IV. PERFORMANCE Evaluation

In this section, we evaluate the proposed scheduler and admission control method. We assume that there are some QSTAs and each QSTA has one downlink flow. Each real-time flow is modeled as a Poisson process and the packet length varies according to the exponential distribution with mean packet size equal to the nominal MSDU size. Some parameters are listed in Table 1. We also run the same simulation for the reference scheduler and the method in [7].
In the first test, for a given traffic parameters, we find out the maximum number of admitted flows as shown in Figure 3 and 4 for different $L$. We can see that the proposed scheduler performs very well and the results are very close to that of the reference scheduler. It also demonstrates the effect of


Figure 3: The number of admitted flow for $\mathrm{L}=750$ bytes.


Figure 4: The number of admitted flow for $\mathrm{L}=1000$ bytes.
multiplexing gain that we can even double the system capacity for low rate traffic. If we compare the results for different $L$, we can see that the system can admit more flows at large $L$ because the protocol overhead is smaller. This problem can be eliminated if the frame aggregation feature in IEEE 802.11 n [9] is used.

Next, we check how well the QoS can be guaranteed. The results are plotted in figure 5 and 6. As expected, the loss rate of the reference scheduler is worst and far away from the required $P_{L}$. The loss rate of our scheduler is higher than that of reference [7]; nevertheless, the requirement is still guaranteed. From the point of fair resource management, we think our scheduler is better


Figure 5: The loss rate for $\mathrm{L}=750$ bytes.


Figure 6: The loss rate for $\mathrm{L}=750$ bytes.
because the resulting loss rate is close to $P_{L}$. It means that we just allocate enough resource to HCCA and the EDCA users can get more bandwidth.

In our admission control, we used Lyapunov's central limit theorem that is effective for summation of numerous random variables. In our final test, we want to verify whether our method is practical. We fixed the mean data rate and vary the number of flows. Figure 7 shows that the approximation error for low data rate is high if there are few flows in system. If the number of flows is large than 5, the target can be met. Figure 8 shows the result for high data rate and the loss rate converges more quickly. For high throughput WLAN networks, it will serve many users, and our


Figure 7: The loss rate for 300 kbps data rate.


Figure 8: The loss rate for 2 Mbps data rate.
scheduler is a good and reasonable solution. To solve the approximation error issue, we can reserve a minimum duration for CAP such that the HCCA can have enough resource for the case with few flows.

## V. CONCLUSION

This paper proposed a scheduler with admission control for HCCA MAC. Simulation results have shown that the proposed scheduler can significantly increase the number of admitted flows and use the resource efficiently. The design in uplink part is different from that of downlink because the AP has no information of QSTA's queue status at the beginning of SI. Some schemes have information ex-
change mechanism and predict the queue length. We plan to develop the uplink scheduler in the similar way proposed in this paper. The performance is under investigation.
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