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Abstract

In this paper, we propose a streamlined approach for
extracting information from tables in HTML format. Our
approach is based on a set of semantic templates
associated with the knowledge representation maps. We
apply an abstract model on the.templates to support the
extraction of tabular logical structure in different stages.
Our abstract model includes category identification,
reading path construction, and record collection. In this
model, we use an abstract table io separate the logical
structure from the physical layout. For each table, we try to
extract the abstract table from its physical layout. Our
approach has three stages. In the first stage, we use
semantic tagging templates to identify all possible
categories of the cells in the table. In the second stage, we
construct the reading path by a cell linking algorithm. In
the final stage, we perform the reverse traversal on the
reading paths 10 extract and collect records from this table.
We have implemented a protorype of tabular logical
structure extraction system in MS-Windows envirbnmerzt.
The prototype system provides an interface by which users
can input a table in HTML format. Our system also has an
interface to output the abstract table of the input table. We

have done some experiments on several tables with distinct

layout styles by using our system. Our experimental results
show that our prototype system can extract the logical

structure of these tables with high precision and recall rate.

1. Imtroduction

A table is a structured text format that is heavily used in
several forms of media: such as newspapers, books, web
pages, electronic text files and so on. A well-designed
table presents important information with well legibility
and accuracy. Readers can obtain information rapidly
without making error from a well-designed table. However,
extracting information from a table by computer only is not
easy. Xinxin Wang and Dcrick Wood (1] investigated the
issues of tabular composition including the abstract model,
layout specification, editing and formatting. They
developed a useful abstract model that can be applied to
various kinds of tables with labels and entries. Shona
Douglas et al. [2] also presented an approach to extract the
logical structure from a table with plain text format. In their
approach, they first recognize the canonical layout of a
table. After that, they apply a series of transformations to
the canonical layout. In {3], they presented a different
approach. In their approach, they compute the cell cohesion

factors and use the cohesion factors and domain templates



together to match and identify cell areas with the same
domain. Then, they apply a greedy algorithm to tile the

matched areas into a complete table.

In this paper, we propose a new approach for extracting
information from table. Our approach is based on the
extensive use of semantic templates. In addition, we also
associate the semantic templates with the knowledge
representation maps and the rules of cell linking. Since a
general solution is quite unlikely, we will focus on tables
which can be represented by the abstract model developed

in [1] with limited layout characteristics.

In this paper, we apply a general model to support different
stages of tabular information extraction including category
identification, reading path construction, and record
collection. Our general model uses an abstract table to
separate the logical structure and the physical layout that
consists of tabular topology. For each table that can be
generated from an abstract table, our works is to extract the
abstract table from a physical layout. For the cell in a table,
we use semantic templates to identify the possible
categories of the cell. Rules of cell lir_xldng are applied to
the table from top to bottom and from left to right to link
related cells together. By the way, we can find the reading
paths to reach the entry cells. The cells with no links to
other cells are called the entry cells. Finally, the abstract
table is built from the reading paths and the information of
this table is extracted from the abstract table. Based on this
framework, we implement a prototype of our tabular
information  extraction  system in  MS-Windows
environment. This prototype system provides an interface
by which users can input a table in HTML format. Our
system also has an interface that can output the abstract
table. We have done some experiments on several tables
with distinct layout styles. Our experimental results show

that the prototype system can exiract the logical structure of

these tables with high precision and recall rate.

2. Modeling

Usually, the content of a table describes several different
categories. These categories may have hierarchical label
structure. The structure and contents of a table also
describes the logical relationship between labels and entries.
If we consider the function of a table, it provides readers a
decision structure for searching an entry value through a
sequence of labels selected from each category, and
comparing these selected entries with different labels that
are also selected from the same category. For example, in
the table presented in Figure 1, the entries that we are
interested are the numbers. There are three major categories
of labels in this table. These categories are Year {1997,
1998}, Term {Winter, Spring, Fall}, and Mark
{Assignment, Exam, Grade}. In the category of Mark, each
label is by itself the category of its sublabels. For example,
Assignment is the category of {Assl, Ass2, Ass3} and
Exam is the category of {Midierm, Final}. The label
selection for searching the entry with value 60 is

(Year.1997, Term.Spring, Mark. Assignment.Ass2)

Assignment Exam ~

Term et [Ass? [Assd |Midterm [Final |or2%
1997

Winter {70 100 75 70 90 80.67
Spring |75 160 |65 |80 80 74.67
Fall 80 85 70 75 80 77.83
1998

Winter |75 60 90 90 85 82.5
Spring |80 |75 |60 |85 80 78.17
Fall 80 90 80 75 80 79.83
Figure 1  atypical table

A table may have two or more entry types. For example,
there are two kinds of entry values in the table presented in

figure 2, they are prices and beds.

Room Price Beds

Class One Day |4 Months [Half Year |One Year

Economy | $3,400 $Bi’§) 00 $75x£00 $6fig00 King x 1
Standard | $4,800 | $120,000 | $108.000) 93000 5, )
Luxury | $6.400 $15{f3.000 $13fé()00 $li(.1),g00 Qliigfnxxlz

Figure 2  a table with multiple entry types.



2.1 Basic Ahstract Model

For convenience, we apply the abstract model developed in
[1]. The absfract table can be described by the following

notation [1]:

label, any string of characters and symbols, including
the empty string.

labeled set, a set together with a label, can be specified
as an ordered pair (label, ser). (1991, @) and (Grade,
{50, 601}) are two possible examples.

labeled domain, a labeled domain D is a labeled set (7,
5) in which label (D) is the label part [ and set (D) is the
set part s. set (D) is either empty or a set of labeled
domains {Dj,...,.D,} with distinct labels. A labeled
domain is a hierarchical label structure of categories.
label sequence, a sequence of labels to identify a
labeled subdomain. If a label sequence [ identifies a
labeled domain which contains a set of labeled domains
{Us, sp),..., (I, s)}, then for 1 <i < rthe L is a label
sequence that identifies the labeled subdomain (7, s;).
frontier label sequence, a label sequence that
identifies a labeled domain with an empty set. fr(D)
denotes the set of all frontier label sequences of a
labeled domain D. For a set C of labeled domains, f(C)
={fr(D)IDe C}.

Unordered Cartesian Product, given n > 1 disjoint
sets Aj,...,4, .their unordered Cartesian product A,®
®A, is a set A such that each element of A is a set that
contains exactly one element form each of the sets 4; (1
£i<n). Given a set C of n 2 1 disjoint labeled domains
Dy,..., D, , ®fr(C) denotes fr(D,) ®...® fr(D,).
abstract table, an abstract table T = (C, &), where C =
{D; 1 1< i < n} and & is a map from ®F(C) to the
universe of possible entry values. For example, &
(Year.1997, Term.Spring, Mark.Assignment.Ass2) =
60.

reading path, given an abstract table T = (C, § ), a

reading path is an element of ®f#(C).

2.2 Extension

The mapping from &7(C) to entries might not be one to
one. For example, in Figure 3, & (Company.AA,
Departing.City) = {TPE, AUS}. If we do not keep the order
of mapping, we might get an ambiguous result while
processing the following query: what is the departing city
of aircraft 744 of company AA? In figure 3, it is obvious
that this abstract model can not justify why these entries are
put at the same row. We need to enhance the abstract model
to overcome this problem. Our solution is that we merge all
the mappings that map reading path to entries of the same
row into a set. Therefore, the definition of an abstract table
need to be extended to include the concept of a set of
records {R; 1 1 < i < n}, where a record R; is a set of
mappings {§; | 1 <j < m} that map reading paths to entries

of the same row.

Departing Arriving .
Company |7y TDate & Time |City [Dare & Time ] Aireraft
AA TPE |08/02 06:15pm |LAX |08/02 03:20pm | 744
AA___|AUS |08/02 05:15pm |LAX [08/02 10:44pm [S80

Figure 3 a table with multiple choices (in this table, the
departing cities of the airplanes in company AA have two
choices and the aircraft of the airplanes in company AA
also have two choices.)

3. Knowledge Representation Base

Our Knowledge Representation Base is a base of
conceptually knowledge representation. This base is
constructed by a set of knowledge representation (KR)
maps. A KR Map denotes the membership of a major
concept. The membership of a major concept is
represented by a tree structure of concepts. For example, an
*Airline Schedule’ consists of information of ‘Flight’,
‘Departing’, ‘Arriving’, ‘Aircraft’, and so on. The
information of ‘Departing’ and ‘Arriving’ in an ‘Airline
Schedule’ consists of ‘City’, ‘Date’, and ‘Time’. The KR
Map denotes the term represemiation of each member
concept by a set of tagging rules. For example, the
instances of the term representation of ‘City’ are ‘City’ in

English and © = ~ in Chinese. Beside the terminology



representation of a concept, the KR Map denotes the
instance of each concept by a set of tagging rules. For
example, an instance of a concept ‘City’ could be ‘Taipei’,
‘TPE’, and ° . The KR base also provides tagging

rules the necessary semantic patterns.

4, Information Extraction

To extract the abstract table from a table, our approach
consists of three steps: In the first step, we examine every
cell and identify all possible categories of labels or types of
entries in each cell. In the second step, we construct the
reading paths by finding all possible links between cells. In
the final step, we partition all reading paths into several

groups and construct the records.

4.1 Category Identification

In the first step, we need to identify the content of a cell to
determine if it is a label or an entry. After that, we identify
all possible categories and types for labels and entry cells
respectively. To achieve the goal, the information tagging

technique proposed in our previous paper [4] can be used.

The technique of information tagging can identify the
possible meaning represented in an input text. We denote
the concept as the identity of the meaning (for example,
Year is the concept of 1999). Given a text fragment 7 and a
set S of concepts {C;| 1 < i < m}, the processing of
information tagging will generate a set INof tags {711 </ <
n, n < m}. A tag can be specified as an ordered pair (C, ) in
which C € S and ¢ is the text generated by reformatting the
text T with one tagging rule associated with one concept C.
In addition, for any iwo tags %, 7 € I, C; # C;. If the
number of tags in I' is larger than 1, we say that the

meaning of the text T is ambiguous.

For example, if we apply the tagging technique to text
*1367°, the set of concepts {Year, Tel-ExtNum} and two

tags--(Year, 1367) and (Tel-ExtNum, 1367)--will be

generated,

A tagging rule consists of two templates: a semantic
patiern-matching template and a tag building templaie.
A semantic pattern-matching template is defined by a
sequence of concatenated pattern-matching components.
When a template is matched, each component in it should
be mapped to a text fragment that satisfies the specified
pattern of the component. In the original text, the strings
that are mapped by all components are concatenated
together and referred as the matched text space. In a
template, the types of patterns used for matching are
keywords, semantic categories, typing styles, the repetition
of a pattern, a set of patiterns, and the concatenation of
some patterns. We can specify the limitation of matched

text length in a pattern.

A tag building template has two components: tag header
and tag body. The tag header defines the concept of the
string matched. The tag body defines the order of
concatenated strings. These strings are selected from the
text that is matched by the components of semantic
pattern-matching template or is assigned by the template

creator.

‘A semantic category is a set of keywords that has the same

meaning in some common situations. A category can be a
subset of another category. A keyword might belong to
more than one category because one word could have many
different meanings in human language. In runtime, the size
of a category can increase dynamically by recursively
inserting the text part of tags into the categories referred by

the concept part of these tags.

The information tagging system has two major components,
there are semantic matcher and tag builder. For each input
siring, we use the semantic matcher to find the semantic
pattern-matching templates that can match the string. The
templates might match two or more overlapped text spaces.

Some of the matched templates will be ignored if their text

B-285



space is covered by another template’s text space. The other
parts of the templates and the mapping that is associated

with their components will be passed to the tag builder.

The tag builder creates the tag building templates according
to the given semantic pattern-matching template, For a tag
building template, the tag builder builds the text part of tag
directly from the definition of tag body and assigns the

concept defined in tag header to the concept part of the tag.

A semantic pattern-matching template can match keywords
in several different forms. For example, it can match a
simple keyword, a series of keywords, a set of keywords
that has common meaning in some situations, and a string
composed by the above patterns under specific length and
repetition restriction. Because of this, the semantic
pattern-matching template can be used to handle many

different forms of concept representation.

In some aspects, the concept can be treated as a special
kind of category. The strings within the same category have
the same meaning in arranging some ideas. For example,
the common meaning of ‘Assignment’, ‘Examination’, and
‘Grade’ is that they are some kinds of ‘Mark’, and the
common meaning of ‘Assl’, ‘Ass2’, and ‘Ass3’ is that they
are an instance of ‘Assignment’. In this example, the
concept of a set of text also defines the category of the
same set of text. Hence, we use the information tagging

technique to identify the possible categories.

4.2 Reading path consiruction

When we read the content of a table from top to bottom, the
path of our reading usually is a spanning tree of the table
cells. Based on this observation, we can link cells together
in the top-to-bottom direction. When we traverse the tables,

the following rules need to be followed:

(1)  One cell can be linked from topside,

(2) In the same column, cells only links to cells with

equivalent category,

(3) The categories of the source cell and the target cell
should be different.

(4) The cells crossed by the linkage should have different

category to the source cell.

To process the cell linking, we start from the topmost cells
and go downward to the bottom. For cells at the same
column, we compare them row by row, trying to find
possible links between the taigs of the source cell and the
tags of the target cell. When one or more links are found,
we divide the links we find into several groups. Two links
will be put into the same group if their source cells have the
same category and their target cells also have the same
category. At first, only the links in the first group will be
selected. Links that are not selected will be pushed into a
stack associated with the source cell of this-column. One
source cell can link to many target cells of this column as
long as the pi‘evious rules are followed. After that we shift
the source cell to one of the target cells and continue the
same process in BFS order until all cells in the same
column are processed. Since the link indicates the category
we should select for the target cell, other tags in the target
cell will be invisible in the next process. If no links were
found when doing the cell comparison, the process need to
be rolled back to the source cell with multiple links, and
from that cell we select the next link to restart the process.
If ail links are examined, the process will be rolled back
again. The process stops if all links of all topmost cells are

finished.

Col.

—

Reading Paths in column'

Term{ 1997{ Winter,Spring,Fall},1998{ Winter,Spring,Fall } }

Assignment{ Asst {1997 {70, 75, 80}, 1998 {75, 80, 80}}}

Assignment{Ass2 {1997 {100, 60, 85}, 1998 {60, 75, 90} } }

Assignment{ Ass3 {1997 {75, 63, 70}, 1998 {90, 60, 30}}}

Exam {Midterm {1997 {70, 80, 75}, 1998 {90, 85, 75} }}

Exam {Final {1997 {90, 80, 80}, 1998 {83, 80, 80}}}

el =Y L% B AV S

Grade{1997{80.67,74.67,77.83},1998{82.5,78,17,79,83} 1}

Figure 4 the linking in each column,

! the denotation is source {targety,... targetn}



The same process is then applied to the same table again in
the left-to-right direction by replacing column by row, row

by column, top by left, and bottom by right respectively.

4.3 Record Collection

In this stage, we partition reading paths into several groups
and build a record for each group. A terminal cell is a cell
that does not have link to other cells. For each terminal cell,
if we traverse the links backward, we will find a reading
path for each column. Reading paths with terminal cells at

the same row will be put into the same group.

Raw Record:

{(Term.Winter, Year.1997),
(Mark.Assignment.Ass1.70, Year.1997),
(Mark.Assignment.Ass2.100, Year.1997),
(Mark.Assignment.Ass3.75, Year.1997),
(Mark.Exam.MidTerm.70, Year.1997),
(Mark.Exam.Final.90, Year.1997),
(Mark.Grade.’80.67°, Year.1997)}

Condensed Record:

{ Term. Winter, Year.1997, Mark. Assignment.Ass1.70,
Mark. Assignment.Ass2.100, Mark. Assignment.Ass3.75,
Mark.Exam.MidTerm.70,

Mark.Exam.Final .90, Mark.Grade.’80.67 }

Figure 5 the raw record and the condensed record

For each reading path, we cellect all tags in this path and
build a sub record. For example, the sub record of the
reading path ‘Term-1997-Winter’ is (Term.Winter,
Year.1997), and the sub record of the reading path
‘Grade-1998-82.5" is (Mark.Grade.’82.5", Year.1998). To
construct the record in the abstract table, we first construct
a raw record from all sub records that are created from all
reading paths of the same group. After that, we condense
the raw record by deleting all duplicated label sequences in

the sub records. In figure 5, we show a raw record and a

condensed record as an example.

5. Experiments

To verify the effectiveness of our approach, we perform
some experiments on the real data gathered from the www.
After doing some survey, we found that the domain:
‘Consuitation Schedule’ is one of the domains in which

there are many difficult-to-handle tables. In our experiment,

we collected 26 tables from the www and all of them are
from the same domain as ‘Consultation Schedule’. For each
tabular consultation schedule, we perform 10 different
queries listed in figure 6. The map information we used in
our experiment is presented in figure 7. This map has all
necessary category information demanded by all three

steps.

Figure 8 presents the result of our experiments. Total 497
queries are made on 26 extracted tables. We got 1463
answers and among them 1352 answers are correct. From
human operating on all queries, total 1353 correct answers
reported. Our experiment shows that this approach get
92.41% high precision and 99.93% high recall. According
to this high precision and recall rate, we may conclude that
our approach can provide a general and useful solution for

tabular information extraction.

Next, we examine the knowledge features of our test cases.
In these 26 tables, 8 of them contain the features of
department, date, service time, consulting room, and doctor.
Their standard form is illustrated in figure 9. There are 13
tables contain features in a single department only. This
kind of tables is illustrated in figure 10. The remaining

tables contain only two or three features.

We examine the layout features for all tables. Basic layout
features of tables are hierarchical labels and empty cells.
Special layout features of tables are multiple tables
extended in horizontal or vertical directions, multiple data
in single cell, extra descﬁption cells, label omitted,
footnotes, repetition reduction, and heterogeneous data in
single cell. Our examination shows t‘hat some features are
extremely difficult to handle. Those features include extra

description cells, footnotes, and repetition reduction.

The exira description cells might contain strings that also
appeared in regular cells. In the step of category
identification, this condition will result in the creation of

extra tags. Hence, in the step of reading path construction,

B-287



these extra tags might create unreasonable links.

In the current stage, we put our focus on the extraction of
major information, the feature of footnote is unprocessed in
our experiment, and we found that it would not affect the

evaluation result.

Our approach does not solve the condition of repetition
reduction since the reduction will result in the tags missing
in the step of category identification. The lost tags also
result in links missing in the step of reading path
construction and the information lost is impossible to

recover.

In the step of reading path construction, only links in the
same group will be selected. Therefore, we can access the
feature of multiple data in the same category. However, the
feature of heterogeneous data in single cell becomes
inaccessible under this approach. Since related information
is often put together in a table, a category in the KR Map
can be represented as a complex category combined from
several categories. With this enhancement, we can transfer
a combination of a set of heterogeneous data into a single

data.

Figure 11 shows a table in which the span of a cell is
divided and words are separated. Figure 12 shows a table in
which the reasoning of words is in vertical direction. Our

approach can not extract information correctly in these two

cases.
ID [Query Input Query Output
1 [[Date]+[Department]+ [Doctor]
[Service Time]
2 [[Date]+[Service Time] [Doctor]
3 )[Doctor] [Date]+[Service Time]
4 |[Date]+[Department} [Doctor}
5 |[Date] [Doctor]
6 |[Department]+[Service Time] [Date}+[Doctor]
7 |[Doctor]+[Service Time] [Date]
8 [[Department] [Doctor]
9 _|[Date]+[Department] [Doctor]+[Service Time]
10 |[Doctor] [Date]}

Figure 6 queries to extract information from tables.

ConsultatSiaksiug

Pl s . d
Consulting Doctoliame & .

D
' Spament | Roan ? |Pho&Reqisa:ticﬁ'D Dae | | Sewie Te

~

A

Doctrilame

| PhoeRegisrtidd |

Figure 7 the KR Map of consultation schedule.

# Tables  |# Queries |[Total Answers Correct Answers
26 497 1463 1352

Total Correct Items Precision (%) Recall (%)

1353 92.41 99,93

Figure 8 experimental resuit.

6. Conclusion and future work

In this paper, we develop a streamlined approach to extract
the information from a table. Our approach is based on
semantic templates that are associated with the knowledge
representation maps. Given a map, our approach is a
general and useful solution for extracting the information

from tables in the same domain described by the map.

To extract information from the table, an abstract table is
extracted from a physical layout with the support from an
abstract model. According to the physical layout of tables,
our experiment shows .that our approach can access
hierarchical labels, empty cells, multiple tables, muliiple
data in single cell, heterogeneous data in single cell, and
label omitted tables well. Our experiment also shows our
approach has difficulty to process extra description cells,

footnotes, and repetition reduction.

Tabular information extraction is an important problem
because there are many useful data and information
represented in tabular form. If we know how to exiract the
information from tables, we can use the same technique to
extract the information from tables in the web pages and
save extracted information into database. A more general
solution will help the computer to do the information
collection more automatically. It can reduce the cost of

human works on the web information collection.
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Figure 12 case of words reasoning in the vertical direction.



