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Abstract

An application with guaranteed service only cares about
whether or not the network can satisfy its performance
requirement, such as end-to-end delay. However, the network
wants to achieve the high utilization and performance
guarantee simultaneously. If the end-to-end delay provided by
the network can be allocated properly to each switching node,
then the network resources can get a better utilization.
Conventionally, the delay is allocated equally to each
switching node’ along the path that the connections pass
through, referred to as Even division policy. The advantage of
this policy is easy to implement. However, we can not
understand how this policy will affect the network utilization.
In this paper, we proposed an allocation scheme called
MaxMin allocation to improve network utilization. Under
SCED(Service Curve Earlist Deadline) scheduling policy, we
reduce the service curve allocation to end-to-end delay
allocation, and using MaxMin delay allocation policy, to
promote the network utilization. From simulations, we find
that the performance of MaxMin policy is betier than Even
division policy.

Keyword: guaranteed service, scheduling, local QOS
allocation, service curve.

1 Introduction

Current high-speed networks must provide a variety of
network service classes to accommodate the diverse QoS
requirements of multimedia applications. Guaranteed-service
is applied to application with diverse traffic characteristic and
different QoS requirements. Applications with guaranteed
service would like to acquire an end-to-end delay bound from
the network. Usually, an end user is only concerned with the
QoS requirements on an end-to-end basis and does not care
about the QoS of the local switching node. One important
parameter of QoS is the delay through the network
experienced by the applications. But, the end-to-end delay
bounds associated with current papers always be overly
conservative, limiting the utilization of the network resource.
A very important objective of integrated service networks is
{o be able to support the maximum allowable connections,
while guaranteeing the service for each connection. The
scheduling and admission control mechanisms are both the
important policies in achieving this objective. When a new
user wants to enter the network, it has to specify the types of
service that the network must provide for the user. The
network will do an admission control test to decide whether
the user can be supported without disrupting the service for
existing users. Once the user is accepted, the network will
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make use of a scheduling policy at each switch in the network
to allocate resources so that each user can receive its
requested service. The scheduling policy should support
applications with diverse QoS requirements and should
provide a user with a flexible means for specifying the service
that best matches the needs of the user. Furthermore, the
policy should admit as many connections as possible without
violating the delay quarantees for each connection, and a
connection should be protected by the scheduling policy from
traffic fluctuation in the network and misbehaving users.
Service curve proposed by Cruz[5] is a means for
characterizing the service provided for a connection by a
network. This service can be translated into delay guarantees
for the connection provided the traffic characteristic of the
connection at the entrance of the network is known. A service
curve lower bounds the output traffic of the switch in some
interval, and if the service is bounded in this way, it had been
shown that the connection receives some delay guarantees.
Our proposed method is based on service curves. For
promoting network utilization, we propose a scheme for
allocating service curve at the servers in a tandem network
such that a prespecified network service curve is guaranteed
and the excess bandwidth is maximized. )

This paper is organized as follows. In section 2, we describe
some basic ideas for our scheme. The concepts of service
curves and SCED scheduling are reviewed. Section 3 shows
our proposed scheme. The simulation results are presented in
section 4. Section 5 concludes our discussions.

2 Basic ideas

Our framework is based on Rate Controlled Service
Discipline (RCSD)[3]. A connection specifies a burstiness
constraint that bounds the amount of generated traffic, and the
network elements employ shapers and schedulers to protect
individual connection from one another. We use a scheduling
policy called SCEDs[4](6), which service a connection
according to the service curve specification. This scheme has
the following features: flexibility in atlocating bandwidth and
delay for different connections, efficiency in admitting as
many connections as possible, and simplicity in
implementation. The following sections will introduce some
definitions and results about service curves and SCED
scheduling.

2.1 Serive curves

Consider a virtual circuit connection that passes through A

packet switches in tandem. Let Rm_1 describe the traffic

entering switch m, and the iraffic departing switch m feeds
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switchm+1,for 1<m<M.

0 M
Define Rian s Rout=R R

d"™[t]= min{A: A2 0and RO[I,t] < R™[1,r+A}}, and
B} = R 1,01~ R™[L1] where d™[fis the virtual
delay of the connection through the first m switches,

Bm[t] is the backlog at the end of time ¢ at switch m. The
following definitions and theorems were proposed by Cruz
etc.[5]

Definition 1: (Arrival constraints) Given a nondecreasing
function b() , we say that R™ is b-smooth if
Rm[s+ L#]<b(t~s) for all s and ¢ satisfying s <t .
Specially, if b(x) =0+ px, then we say that R™ is
(o, p) -smooth.

Definition 2: (End-to-end service constraints) The network is
said to guarantee a service curve of S net () if for all 7, there

exits a slot s<t¢ such that Bl[s]=0 , and
Rout[l,t]—-Rl-n[l,s]zSnet(t—s).

Based on the above definitions, Cruz etc. have proven the’

following theorems. -

Theorem 1: (End-to-end service) Suppose that each network
element m guarantees the given connection a service curve of

S m(v). Then the network gurantees a service curve of

S et () » where

M M
Sper(x)=min{ ¥ §™(™): x™ >0,and Y™ = x).
m=1 m=1
This theorem means that the network service curve can be
computed by computing the service curve of each
independent switch, moreover, the computing of network
service curve doesn't depend on the ordering of the switch.

Theorem 2: (Upper bound on end-to-end delay) Suppose that

the network guarantees a service curve of § net () and

suppose that the input traffic to the system, Rin is b-smooth.

Then the end-to-end delay d M [#]is upper bounded by

aM < maxy 5 min{A: A2 0andb(k) < S, (k+A)).

From these results, we find that bounds on end-to-end delay
can be obtained in terms of service curves and burstiness
constraints on arriving traffic,

2.2 SCEDs scheduling

In this section, we will introduce the SCED(Service Curve
Earliest Deadline) scheduling proposed by H. Sariowan.
Consider a switch there are N connections passing through it.

For nth connection, let R,’Zn_1 and R describe the input

and output traffic for the switch m. B['[1] is the backlog for
connection n in the switch at the end of time ¢ And let
S,’:’ () be a given nondecreasing nonnegative function for
1< n< N. The following scheduling policy can guarantee

each connection n a service curve of S ,’1" ).
Each packet arriving from connection # at time # is assigned a

deadline D[] according to

Dy'[F1=min{A: A2 ¢and Z[ (A;e—1) 2 RIP[L, 11},
where

ZM kit = min{R"[Lu)+S] (k—u):0<u <t and

B)'[u]=0}.

The policy serves packets in the increasing order of their
deadlines. H. Sariowan have shown that [5] if packets are
scheduled using this policy and each packet departs no later
than its assigned deadline, then the connection is guaranteed a
service curve.

Suppose a connection generates traffic being (&, p) -smooth,
and requires that the end-to-end delay is at most dnax -

Assume the switch uses SCED scheduling, then by Theorem
2 with b(x) = ¢ + px, this delay guarantee can be made if

the connection is allocated the network service curve § net »

where
0 if0<tr<d ~1
Snet =\[ 1- max
0'+p(t«dmax) ‘f‘deax
This means that we can find a network service curve for a

connection according to its delay requirement and traffic
constraint.

0]

3 Service curve allocation

In this section, we will propose a scheme for allocating
service curve at the servers in a tandem network such that the
network service curve is quaranteed and the network
utilization can be promoted. In the following, we first
introduce our network model, and then show the allocation of
service curve.

3.1 Network model

We consider a model consisting of M network elements in
tandem. Each network element could be a packet switch along
the route of a given connection. And we assume that these

switching nodes are taken to a set of source-destination pairs.-

The input traffic envelope for a commection n is
~ (0,.,p,) -smooth. And the delay requirement for this

connection is d, . For node m, the scheduling policy is SCED,

and the output link capacity is R™ . The switch architecture
is described in Figure 1.
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Figuare 1 The Architecture of Switching Node
3.2 Allocation of service curve

Define P to be the vector {(0!,\.,[5’,\,)}]1:,{=1 . Assume

that By > By >+ > By >0. And assume the following
inequality is satisfied:
1< Bl RPN %~k

B1 - By Br~ By
A CPL(Concave Piece-wise Linear) curve with parameter P,
denoted by S P s defined to be

P
S° = Max{0, mi o + Bt}
ax{ mmk=an{ ‘ Bk }
SP = Max{0,0 +pt} is a special case with k=1, and
parameter vector being P{(o, p)}. Cruz etc.[6] proved the
following theorem.

Theorem 3: (Allocation of service curve) Suppose a session

desires CPL network service curve guarantee S, () with

parameter vector P{( ak , ﬁk )}. If at server m, m=1,...,M, the

session is guaranteed CPL service curves S " (1;d) where

- {0

= if0<tsdmax—1
P m) | .
[Snet(ﬁd-d J 1ft2dmax

and
d =min{A:A=0and Snet(A) 21},

and 4" ,m=1,--, M are arbitrarily assigned nonnegative
M
real numbers which satisfy Za’k <d, then the session is
k=1
guaranteed network service curve S net () -

d is the end-to-end delay in Theorem 3.
The allocation of service curves at different servers is not

unique. The network can assign any parameter d'" at server
m, as long as the admission control condition is satisfied.
Some optimum design criteria must be formulated. In the
network view, the more the available bandwidth, the more
allowable connections can be admitted to enter the network.

Hence, we will propose a scheme to assign d™ at server m
such that the excess bandwidth in the network can be
maximized.

Because our input traffic for

(6, Py ) -smooth, and the delay request is d,,, from (1),

connection n is

the network service curve for this connection Sye; Can be
0 if0<t<d, —1
S t(t) = J N s n
ne O+ P, t—dy) iftzd,
In the following, we will present a scheme for allocating

service curves at servers in a tandem network such that the
connection is guaranteed the network service curve Sper (1) .

The objective of our allocation is to maximize the excess
bandwidth for the network. Using Theorem 3, we can allocate
the service curve at server m as

Mo gy =
S (t’dn)"Sllet(t+dn_dm)
=0, +put+d,—d™ -d,)

=0, +p,t—d™)

M
where t>d™ andz a™<d,.
m=1

This implies that the allocation of service curves at the

different servers can be reduced to assign parameter d™ at
each server m. Let we specify

am _—,L.‘.-L_’ 2)
gn R™

where g,’f is the service rate of connection n at node m and
L is the maximum packet size in the network. Therefore,

g;" must be greater than or equal to p,, , or it will result to

infinite delay, and be less than or egual to the residual
bandwidth for the link of node m. Because our purpose is to

assign d™ at server m such that the sum of the residual
bandwidth of the network can be maximized, we can
formulated our problem as follows:

Assume that the network contains M nodes labeled as
1,2,...M respectively, and consists of a single
source-destination pair of nodes between which connections
are setup. And assume that there have been n-/ connections in

the route. When a new connection n with (& ,,, p,, ) -smooth
wants to enter the network, and its delay requirement is d,.

We want to allocate the service curve at server m such that

M -1
Z[(R'" - Z g™y— gh'lis maximized,
=

m=1
subject to
M
de <d . 3
m=1
and
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From Egs. (2) and (3), we have

M M
Yy d"=% (—LnT-i-—l"—n)Sdn.
m=1 m=18, R

M n—1

Owingto ¥ (R"-Y glm ) be a fixed value (because

m=1 i=1
there have been n-1 connections in the route), we can transfer

M
the allocation problem to minimize the value of Eg,':’ .
. om=1

To obtain the maximum of total residual bandwidth, thereby
minimizing the sum of the bandwidth that allocated to this
conneciion at each switching node, we first show the
following lemma.

Lemma 1 Subject to

Mo
0= % —,
m=18m
where Q is a constant. If 81 =8y ="=8y then
M
3. 8,, has minimum.
m=1
Proof:
By induction
(1) LetM=2then o _ L 1.
: 1 &

Case 1: Without loss of generality (WLOG), we let 81 <8p-
Assume that g, =cg,,0<c<],

then 1 1

—_—t—=0"
€&y 82
I+c 1 1+¢
and 8y = & — g = .
Qo Q
Finally, we have
2
¢ +2c+1 1
g1+32=-————o—~ (4)
¢ )
Case 2: Let 8 =89

2 2
then _=Qandglz—=g2y
8 Q

therefore, we have
4
g +g =—> (5)
1782 0
2_ VA
c 2c‘+]:(c D >0.

cQ cQ
Hence, we derive that: If 81 =8, then g1+ &

@H-0)=

have the minimum.

(2) Assume M=n,and o1, 1.
gl gn

Let the following statement hold: if 8 =8, ==g .
2 n

n .
then ¥’ ¢ has minimum.
=] ! :

(3) Let M=n+1.
Case 1: WLOG, let == ,
8<%, sl
Then we hve Q=L+‘..+ 1
8 L

1 l+nc
then +L=Q=> 1=Q'

n+1 n+n“c
z g.=((1+ncl)+ )0—1-' ©
i=1" Cl o

Case 2: Let gl =g’) =-..<g

n+l’

=c g1,02 >1,

Assume el )

then ! +L_Q=¢, 2 =Q»
28 8§ €281
1+ nc, 14 nc

and
&= » 8p41 =
c,Q Q

We have
\
n+l n+n“c 1

¥ g, =(+nc )+ Zyo—- 7
. i 2
i=1 2

nl (n+1)2 @)
0

Hence
n(c12 —2¢;+1 n(e) - 1)2
= >
ag @

®-®= 0,

n(c22 - 202 +1 n(c2 - 1)2
= >

CzQ CzQ

s ”flg. have the minimum value.

n+l i=1"i

N-®= 0.

As = ==
g i g 9 g
The lemma is proved.

Next, we consider the allocation problem again. Assume that
a series of M switches that have unused bandwidth

M WLoG, tet L <r2<...</M o addition,
traffic of connection n s
(6, p,) -smooth and has an end-to-end delay requirement

rl, r2; o F
assume the input

d,, . The maximum packet size in the network is L.
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Furthermore, the bandwidth allocated in each swiich

are g,li,grzz,‘ . ~,g£l . Then, we have

Mo, ML
m=18, m=1R
Let
M
L
d,- Y —
11
m=1Rm -
L 3
then Eq. (9) can be rewritten as
Moy
0z ¥ —o
m=1gn
Mo
For unwasting bandwidih, letQ= )" —5 BY lemma 1, if
m=lgn
M
gi:g%:--:gﬁ"r:g then Eg,'ln is minimized.
m=1

Therefore, g =% is obtained. The bandwidth, M , is

intially allocated to the switch which has unused
bandwidth ! . If g< rl, then all the switches are allocated

. . M .
the same service rate being equal to -a Otherwise, the

is allocated the

service rate r' . Recalculate the service rate for the other
switches as follows:

3 IR I L N L
Lon gn =ep g

switch which has unused bandwidth o

1 1
=Q-—=(M-D=,
r g

M -1
-
-7

I3

=g=

M -1

1
0-—
rl

If

< r?, then all the switches except the switch with

1

the residual bandwidth r' are allocated the same service

-1 . Otherwise, the switch which has unused

rate being 1
o-—
]

bandwidth r> is allocated the service rate r°. Repeat the

process until all the swiiches are allocated. While, the service
rate g is computed for each node, the delay allocated to

node m is derived as d™ =—%+-L7,‘v’m=l,~~,M , and the

&n
service curve can be obtained. That is, if the service curve for
each node m is allocated as S™ =c+p(—d™) , the
available bandwidth in the network is maximized without

L8]

violating the delay bound guaranteed for the connection. We
call our method as MaxMin allocation.
The algorithm is given in the following.

Imput: input traffic - (o, p,, ) - smooth, delay requirement
- d, , packet size in the connection - L, link capacity
- R™".Ym=1,--M .

Qutput: the allocated service curve §™,Vm=1:-,M .

Phase 1:
1 sort the residual bandwidth in each node such that

AdeZecM

ML
2 g+ .
’% L
d - =
n
m:lRm
3 if g<r!
4 then g, =g, Ym=1,--M
5 go to Phase 3.
6 if g>rl
7 then i=1.
8 gotoPhase 2.
Phase 2:
i i
1 g,er.
1
Q<—Q-‘7-
-
3 if =M
4 then go to Phase 3.
5 else ge_b.
Q
6 if g<rit]
7 then gy =g,Vm=i,- M
8 go to Phase 3.
0 if g>ritl
10 then i=i+1.
11 go to Phase 2.
Phase 3:
1 d"’(———L—+i,Vm=l,--~,M.
g R”

/
2 S"=c+pit-d™),Ym=1,-M.

4 Simulation

We performed simulations with two topologies. The one is
tandem model, the other is cross traffic model. The simulation
tool is Ptolemy, a simulator developed by Berkeley University.
We compared MaxMin policy with Even division policy [7]
under SCED scheduling. The Even policy allocated equal
shares of the end-to-end delay among links on a path.

4,1 Tandem model
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Figure 2 is the topology for our first simulation. The path is
irom S to D. The bandwidth between each node is 400 units
except for link 3 whose bandwidth is 380 units. We created 50
connections in this path. Figure 3 shows relation between the
blocking probability over the end-to-end delay requirement in
the five hops tandem model. We observe that the MaxMin
performs significantly better than Even.

1 2 3 4 5

ﬁ D

Figure 2 Tandem model

S

0.64
0.58

0.4

blacking probubility

0.3

0.75 u1 WL2ss 1.8.5 1.05715 2 2 2.7 2.8.5
delay

—t—MaxMinz-Even Division

Figure 3 Blocking probability over end-to-end delay
requirement in tandem model
4.2 Cross traffic model

Figure 4 is the network topology for our simulations in this
section. There are three paths in this topology, $1 to D1, S2 to
D2, and 83 to D3. First, we let the bandwidth for all links be
150 units except for link 4, whose bandwidth is 300 units.
Every sender created 40 connections to its destination. Figure
5 shows relation between the blocking probability over the
end-to-end delay requirement in cross traffic model. We
observe that no matter how many delay requirements are, the
blocking probability of MaxMin policy is lower than Even
division policy. The second, we ranged the bandwidth of link
4 (the bottleneck) from 250 to 300 units. Figure 6 shows the
results. We observe that when the bottleneck bandwidth is
extended, the blocking probability is reduced. We also
observe that even in cross traffic model, the MaxMin policy
still can promote the network utilization efficiently.

5 Conclusions

This study presents a novel approach called MaxMin
allocation policy to maximize the network's efficiency,
referred as the available bandwidth, without violating each
end-user's delay requirement. The proposed scheme and
algorithm appropriately make the network to obtain the
maximum of the network's available bandwidth.

Our proposed method is based on service curves. For
promoting network utilization, our scheme allocating service
curve at the servers in a tandem network such that a
prespecified network service curve is guaranteed and the
excess bandwidth is maximized. We reduce the service curve
allocation to end-to-end delay allocation, and using MaxMin

delay allocation policy, to promote the network utilization.
From simulations, we find that the performance of MaxMin
policy is better than Even division policy.

The concept of the excess bandwidih is to treat the resources
of the network being all equal important. We can join the
weighted concept to the excess bandwidth to emphasize the
effect of bottleneck link in the networks. With this
modification, we believe that this performance index will be
more suitable to evaluate the allocation policy.

{ S2

S1

Figure 4 Cross traffic model

blocking probubitity

1.5 1.0552 2 2.25 2.3.52.255 33 3.5 3.3.53355 4 4
delay

- HaxMims~Even Division

Figure 5 Blocking probability over end-to-end delay
requirement in cross traffic-model

0.35
0.3
z
2
£
i
£ 0.29
0.2
250 2860 2200 2800 2960 3000
bottleneck bandwidth
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Figure 6 Blocking probability for MaxMin and Even as a
Function of Bottleneck Link Capacity in cross traffic model
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