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ABSTRACT 
 

In this paper, an approach based on VQ to find 
masks for transform image coding is presented. In the 
approach, the key role of VQ is to find representative 
image blocks and use them to obtain masks for different 
classes of image blocks. Then an adaptive image coding 
system is proposed where VQ-based masks are 
employed to select significant transform coefficients. 
Two examples are provided to investigate the coding 
performance of proposed system. In the simulation, a 
self-organizing mapping (SOM) neural network, which 
is considered as neural VQ, is used because of its good 
topology-preserving property. Simulation results 
indicate that the proposed coding system is feasible and 
promising. 
 

1. INTRODUCTION 
 
In order to utilize the bandwidth of transmission 

channel efficiently and effectively, image compression 
schemes are sought. One of popular image compression 
approaches is transform coding [1]. In transform coding, 
the mean-square error (MSE) of reconstructed image is 
proportional to the total energy of transform coefficients 
discarded in the coding process. Therefore, effectively 
selecting significant transform coefficients implies 
better coding performance. In other words, an 
appropriate masking method is the key to better 
performance. 

Up to present, several adaptive approaches to 
select significant transform coefficients have been 
proposed. Chen and Smith [2] first divided image blocks 
into classes based on the energy of ac-coefficients and 
then adaptively encoded coefficients in different classes. 
Given a portion of total energy in the transform domain, 
Palau and Mirchandani [3] used several geometric 
shapes to search for the geometric zone, which 
contained the least number of coefficients having the 
specified portion of energy. Pan [4] employed VQ in 
transform domain to achieve better coding performance 
while Amerijckx and at el. [5] used similar technique in 
coding process in which neural VQ was applied. Using 
equipotentials of energy in transform domain, Neto and 
Nascimento [6] proposed a modified zonal coding 
approach where the selection of transform coefficients 
was based a given signal-to-noise ratio. Crouse and 
Ramchandran [7] applied the optimization technique in 
finding coefficient thresholds and optimal Q-matrix 

used in JPEG. Ong and Ang [8] utilized the statistical 
property, cross-correlation, to choose transform 
coefficients. Tran and Safranek [9] included the 
perceptual masking threshold model into the framework 
of image coding. The mask was used in the selection of 
transform coefficients. Dony and Haykin [10] proposed 
an approach to optimally adaptive transform coding 
where modular architecture was applied and stands for a 
group of transformations. Among several coefficient 
vectors obtained from different transformations, the 
coefficient vector with maximum norm was chosen. 

In this paper, a VQ-based masking approach for 
transform coding is proposed. In Section 2, the concept 
of VQ [11], on which the masking approach is based, is 
described. Then the transform coding system based on 
masks from VQ is proposed in Section 3. Simulation 
results to justify the proposed coding system are given 
in Section 4 where the results are discussed as well. 
Finally, conclusions are made in Section 5. 
 

2. VQ AND MASK 
 
The idea to find masks through VQ scheme is 

motivated by following two observations. First, the VQ 
scheme classifies image blocks based on a similarity 
measure. This implies image blocks within the same 
class, in general, have similar distribution of transform 
coefficients. Second, image blocks having same class 
index are represented by their corresponding 
representative image block found in VQ approach. This 
implies the distribution of transform coefficients in 
representative image block is a good estimate of that for 
image blocks within the class. Based on these 
observations, the masks required in adaptive transform 
coding are found. Here the key role of representative 
image blocks is to find the masks by which significant 
transform coefficients are located. 

To find the mask for a given class, the 
representative image block associated with that class is 
first transformed. Next, transform coefficients of the 
representative image block are rearranged in the 
descending order according to their energies and a map, 
before and after reordering, is constructed. When the 
total number of coefficients to be kept, M, is specified, 
the addresses of the M most significant coefficients are 
recorded as the mask for the given class. 

To make the idea clear, an example is given in the 
following. Assume the 44 ×  matrix given in the left of 
Figure 1 is the representative image block for some class. 



Then it is transformed by the discrete cosine transform 
(DCT) [1]. The matrix of transform coefficients is 
shown in the right of Figure 1. If 4=M , obviously 
elements (1,1), (4,4), (4,2), and (3,1) should be selected 
according to energy criteria. The mask for the given 
class is formed by the addresses of selected elements in 
the 44×  representative image block, i.e., addresses 
(1,1), (4,4), (4,2), and (3,1). 

 
3. THE PROPOSED CODING SYSTEM 
 
Basically, the proposed coding system consists of 

four steps as follows. First, utilize VQ to find K 
representative image blocks and then to obtain K masks 
for K classes as described in the previous section. 
Second, classify image blocks into classes. Third, 
perform DCT on image blocks. Fourth, for each image 
block one mask, according to the class index, is chosen 
and applies to keep significant transform coefficients 
and to discard others. In the coding system, a neural VQ, 
self-organizing mapping (SOM) network [12], is used to 
find representative image blocks and to perform 
classification on image blocks, since SOM network is of 
good topology-preserving property. As for 
transformation, the DCT is employed since it is widely 
used in the image coding community and the JPEG 
standard [13]. 

The block diagram for the proposed coding 
system is depicted in Figure 2. Blocks (1), (2), (3), and 
(4) are related to the first step described in last 
paragraph. Blocks (1) and (5) are associated with the 
second step. Blocks (6) and (7) are for the third step and 
the fourth step, respectively. The rest of blocks are for 
decoding and performance evaluation. In the coding 
system, there are two important parameters K and M. 
Parameter K is the total number of classes used and 
Parameter M is the total number of transform 
coefficients selected in the coding system. How these 
two parameters affect the coding performance is 
discussed in the following section. 
 

4. SIMULATION AND DISCUSSIONS 
 
In this section, two examples are provided to 

investigate the performance of the proposed coding 
system. In the simulation, there is no bit allocation 
scheme applied. In the first example, the 512512 ×  
image Lena shown in Figure 3 is used. According to the 
proposed coding system given in Figure 2, the image 
Lena is first divided into non-overlapping image blocks 
of size 88 × . Then SOM VQ is employed to find 256 
representative image blocks. That is, parameter K is 
equal to 256. Next, 256 masks are found as described in 
Section 2. Each mask is for one class of image blocks. 
In the case of 256=K  and 16=M , the reconstructed 
image is shown in Figure 4 whose PSNR (Peak 
Signal-to-Noise Ratio) is 35.39 dB. Next, to see how 
parameter K affects the coding performance, several 
values of K are used while M is fixed. The simulation 

results plotted in Figure 5 is under the condition 
16=M . Similarly, the effect of parameter M on the 

coding performance is given in Figure 6 where 
256=K . 

To have more general understanding of the 
coding system, the 512512 ×  image Harbor shown in 
Figure 7 is used as the second example. The block size 
is 88 × . With 256=K  and 16=M , the 
reconstructed image is given in Figure 8 which is of 
PSNR 27.74 dB. As in the first example, the effects of 
parameters K and M on coding performance are also 
shown in Figure 5 and Figure 6, respectively. 
 From Figure 5, it indicates that parameter K does 
not affect the coding performance very much. When 

16=M , the difference in PSNR between cases 4=K  
and 256=K  is 3.05 dB for image Lena and only 1.07 
dB for image Harbor. When K is reduced to 2K , the 
PSNR is degraded by 0.7 dB maximum for image Lean 
and by 0.54 dB maximum for image Harbor. On the 
other hand, Figure 6 indicates that parameter M has 
much effect on the coding performance. Under the 
condition 256=K , the difference in PSNR between 
cases 4=M  and 32=M  is 8.54 dB for image Lena 
and 6.39 dB for image Harbor. In both examples, the 
worst case in PSNR reduction happens from 8=M  to 

4=M . The difference is 2.64 dB for image Lena and 
1.55 dB for image Harbor. 
 

5. CONCLUSIONS 
 
In this paper, the VQ scheme is extended to find 

masks for image transform coding. An image coding 
system is proposed where VQ-based masks are applied. 
Two images, Lena and Harbor, are given to examine the 
proposed coding system. Simulation results show that 
the proposed approach is feasible and promising. 
Besides, two important parameters K and M in the 
coding system are investigated in the effect on the 
coding performance. It turns out parameter M affects 
more than parameter K on PSNR. The result gives 
useful information in the application of the proposed 
coding system. 
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Figure 1. An example to find mask for a class 
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Figure 2.  Block diagram for the proposed coding system 



    
              Figure 3. Original Lena                            Figure 4. Reconstructed Lena 
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Figure 5. Effect of parameter K on coding performance 
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Figure 6. Effect of parameter M on coding performance 

 
 

    
             Figure 7. Original Harbor                      Figure 8. Reconstructed Harbor 


