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ABSTRACT
We analyze the behavior of multimedia IP traff ic

running over an ATM network following the CIOA
(Classical IP and ARP over ATM) approach. We propose
to apply the concept of Expedited Forwarding Per Hop
Behavior (EF PHB) within the Internet segments. EF is
one of the mechanisms proposed by the IETF for
Differentiated Services on the Internet. In our proposal,
EF is applied within the Internet routers at the IP layer
combined with the ABR feedback information from the
ATM network. In this study we are using reali stic traff ic
models to achieve more accurate results and conclusions. #

1. INTRODUCTION
oday, the accelerated Internet development and the
much more demanding services required by the

network users have driven us to look for ways to provide a
better service than the best-effort service traditionally
offered by the Internet. Usually these new services are
requested by multimedia applications, which have strict
requirements for delay, loss ratio and bandwidth.

In this study we analyze the behavior of multimedia IP
traff ic, running over an ATM network. We use the
approach described in the CIOA (Classical IP and Address
Resolution Protocol over ATM) proposal [10]. This work
focuses on a Virtual Private Network with users running
multimedia applications. Since we are dealing with real-
time traff ic, we propose to apply the concept of Expedited
Forwarding (EF) Per Hop Behavior (PHB) [6] within the
Internet segments. EF is one of the mechanisms proposed
by the IETF for Differentiated Services (DiffServ) on the
Internet. We selected this DiffServ approach in order to
build an end to end service for the aggregate traff ic with
low losses, low latency, low jitter, and assured bandwidth
through a private network.
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2. MODEL DESCRIPTION
We are assuming the presence of IP traff ic streams with

different QoS requirements, represented by voice, video,
and data (FTP). EF in our model, as an addition to the
CIOA, consists of a mechanism at the IP level that
controls what kind of traff ic goes first into the ATM
network. As CIOA indicates, the traff ic between two
Logical IP Subnetworks (LIS) needs to go through an
intermediate Internet router, which wil l be the one to
perform the address resolution function. This means that
the end users cannot use ATM connections alone. This in
turn implies that the bandwidth guarantees given by the
ATM connections are lost on those non-ATM links. Thus,
we are applying EF to alleviate this weakness in the CIOA
and to increase our chances of satisfying the multimedia
traff ic requirements.

ABR-compatible ATM switches work by sending
feedback information to the service users notifying of the
maximum rate at which they should transmit information
(known as the Available Cell Rate – ACR) in accordance
with the current switch state [5]. That is, ACR is
dynamically changed between Minimum Cell Rate (MCR)
and Peak Cell Rate (PCR), according to the available
bandwidth in the network after servicing the background
(VBR and CBR) traff ic. As shown in Figure 1, EF is
applied within the router at the IP layer combined with the
ABR feedback information from the ATM network.

Figure 1. Model implementation
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We pursue the following objectives:
• Analyze the behavior of a Classical IP over ATM

network when there are multimedia applications
running on it.

• Determine the minimum bandwidth requirements for
the ATM connections to satisfy the demands from the
applications, based on delays, losses and throughput.

• Show how applying the Expedited Forwarding
mechanism at the IP layer can improve the service for
applications with very strict time constraints and loss
ratios, such as those in multimedia applications.

• Use realistic traff ic models to achieve accurate results
and conclusions. We compare the use of alpha-stable
self-similar VBR background traff ic against Poisson
VBR background traff ic.
EF proposes that the minimum departure rate for the

high-priority traff ic needs to be independent from the
intensity of other traff ic [6]. In order to accomplish this,
and aiming at keeping our proposal as simple as possible,
we use Priority Queuing Schedule. To avoid the starvation
of the lower-priority traff ic (as requested in [6]), we are
implementing a threshold mechanism to limit the damage
that the EF traff ic could infli ct on the competing traff ic.

Since CIOA proposes the use of the ABR service to
transport IP traff ic, we follow that indication. This
proposal is due to the fact that ABR has a feedback
congestion control and minimum-cell -rate guarantees, and
because it has a lower cost than VBR and CBR services.
The UBR service is not considered as an option because it
does not have minimum-bandwidth guarantees or a
congestion control mechanism, which can result in a very
poor performance.

In order for our study to be more reali stic, we are
performing tests using background VBR traff ic in the
ATM segment to see how it affects the behavior of the
multimedia traff ic that is using the ABR service. ABR is
inevitably affected by the intensity of the VBR traff ic,
since the latter has a higher priority.

First, we are going to determine the minimum amount
of resources (bandwidth) that a multimedia application
would need from an ATM connection alone to achieve the
correct levels of delay, loss ratio (for voice and video),
and throughput (for FTP data).

Then, we run simulations with the whole CIOA
configuration, adding the EF functionality, and using the
parameters obtained in the first part of the experiment. In
this step, the network is composed of two Logical IP
subnetworks. Our goal here is to test how the presence of
the intermediate router affects the behavior of the different
applications, and to see if the values for minimum
bandwidth obtained in the first part were suitably
determined.

We are using realistic traff ic models for the multimedia
traff ic (voice, video and FTP data) and also for the
background VBR traff ic in order to achieve more accurate

results and conclusions. For video we use a source that
reproduces real MPEG traces [2][13]. Our voice traff ic
generator is based on [8][12], and consists of a two-state
Markovian model using G.729A compression. For FTP
traff ic, we implemented a Pareto-modulated ON/OFF data
source from [11]. Finall y, for aggregate VBR traff ic, we
are using an alpha-stable self-similar traff ic model taken
from [3]. For comparison purposes, we also include
simulations using VBR traff ic modeled as a Poisson
process. It is important to say that, both the self-similar
and the Poisson VBR background traff ic have the same
mean rate, 17 Mbps, to make a fair comparison of how
both sources affect the performance of the ABR
connections.

3. MODEL CONFIGURATIONS
To analyze the first scenario, we are using one of the

standard ABR test configurations defined by the ATM
Forum. We are using the two-node configuration since we
need to have a bottleneck in which the network bandwidth
changes dynamicall y, according to the demands from the
background VBR traff ic, as shown in Figure 2.

Figure 2. Two node configuration

In this part of our work, we consider the case of a
router concentrating traff ic from different sources (video,
voice, and control and FTP data) and sending them as a
single traff ic stream through an ATM ABR connection.

The users run video over IP, voice over IP and data
over IP. They ask for a minimum service rate, based on
the corresponding traff ic characteristics.

As mentioned above, the objective of this experiment is
to see what is the minimum amount of resources that need
to be reserved in order to carry the traff ic across the
network without violations. At the same time, we want to
compare the performance achieved with and without using
EF.

We will follow three different approaches:
(a) All the types of traffic receive the same treatment at

the IP layer without any discrimination.
(b) The Expedited Forwarding mechanism is applied at

the IP layer, giving two different priorities: higher
priority for voice and video, and lower priority for
FTP traffic.

(c) The Expedited Forwarding mechanism is applied at
the IP layer, giving different priorities to each traffic
flow (voice, video and FTP data).

We are running the above-mentioned scenarios for
three different cases, each assuming respectively:



(I). No VBR background traffic in the network.
(II). Poisson distributed VBR background traffic in the

network.
(III). Alpha-stable self-similar VBR background traffic in

the network.
As the second step, we propose the configuration

depicted in Figure 3 as our basic CIOA network,
according to [10]. The objective here is to test the
applications’ behavior between two Logical IP
Subnetworks with a router in between to see if the overall
behavior is improved by applying the Expedited
Forwarding mechanism.

The importance of implementing and analyzing this
configuration lies on the fact that we are testing all the
elements used in the Classical IP and ARP over ATM
approach. This is a modified version of the two-node
configuration mentioned above, in which the router
specified by [10] has been added between the two
subnetworks, and the number of users has been increased.

Figure 3. Two-LIS configuration

Similar to above, for this configuration we are going to
run three cases:
(d) All the types of traffic receive the same treatment at

the IP layer without any discrimination.
(e) The Expedited Forwarding mechanism is applied at

the IP layer, giving two different priorities: higher
priority for voice and video, and lower priority for
FTP traffic.

(f) The Expedited Forwarding mechanism is applied at
the IP layer, giving different priorities to each traffic
flow (voice, video and FTP data).

4. SIMULATIONS PARAMETERS
We use the values shown in Table I for the

requirements on delay and loss rate for voice and video,
according to [9][4][8][7].

Table I. Video and voice restrictions
Delay Losses

Voice 112 ms 10-2

Video 150 ms 10-4

We assume a 100-kilometer distance between the end
systems and the switch, so we apply a delay of 0.0005
seconds. The distance between the switches is assumed to
be 1000 kilometers, so there is a delay of 0.005 seconds.

In our simulations, ABR and VBR traff ic share a 20-
Mbps link. That link capacity is assumed to be available
after servicing CBR users.

Since we use long-range dependent traff ic sources
(such as the Pareto-modulated ON/OFF and the self-
similar sources), for which the statistics converge slowly,
we use a 1000-second simulation time.

All of our models were created and executed using the
OPNET simulation tool.

5. RESULTS
(I). NO VBR BACKGROUND TRAFFIC IN THE NETWORK

First we are going to discuss the results obtained
without using background traff ic on the network. The next
two graphs show the voice and video losses versus the
Minimum Cell Rate requested for the ABR connection.
The losses in these tests are due to packet rejection at the
receiver because of an excessive end-to-end delay. We can
see in the case of voice (see Figure 4) that a 1-Mbps MCR
is enough to satisfy the voice loss requirements if we
apply the three-priority EF mechanism, but we need more
than 1.3 Mbps to achieve the required performance
without using EF. For video, we can notice in Figure 5
that, due to a stricter requirement for losses, we need 1.2
Mbps to carry the video application through the network
without violations when either version of the EF
mechanism is applied. We can also observe that, without
using EF, we need at least 1.5 Mbps as the MCR for the
ABR connection. Thus, the minimum bandwidth required
to have both applications (voice and video) work properly
in terms of losses is 1.2 Mbps.

Voice Losses
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Figure 4. Voice losses vs. bandwidth

Video Losses
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Figure 5. Video losses vs. bandwidth



Voice Delay
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Figure 6. Voice mean delay vs. bandwidth
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Figure 8. FTP Throughput / offered load vs. bandwidth
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Figure 7. Video mean delay vs. bandwidth
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Figure 9. FTP goodput vs. bandwidth

The Expedited Forwarding mechanism, as shown in
Figures 6 and 7, decreases the mean delay by up to ~12%
for voice and up to ~4% for video packets. This
improvement in the mean delay may not be particularly
great, but the advantage of using ER, as described above,
is the obtained reduction in the number of packet losses by
abating the existence of individual packets with excessive
delay.

A very important result is that FTP (data) traff ic is not
being dramatically affected by the application of the EF
mechanism. The metrics used to evaluate the service given
to the data traff ic are: i) the ratio of the throughput to the
offered load, and ii ) the goodput, defined as the ratio of
the number of useful packets (excluding retransmissions)
to the total number of successfully transmitted packets.
Thus, we can see in Figures 8 and 9 that, despite the
preferential treatment given to the real-time traff ic, the
data performance is not greatly degraded.

From here we can observe that the overall number of
packets transmitted, with and without EF, is roughly the
same (a few packets are actually lost because of buffer
overflow). What changes, mostly, is the order in which
packets are serviced, which introduces an additional delay
to the data packets. The data traff ic is essentiall y
insensitive to these extra delays, except for the
(fortunately few) cases in which they cause TCP timeouts
and retransmissions.

Another conclusion that can be drawn from these
results is that there is no significant difference between
using the EF mechanism with two or three priorities.

(II). POISSON DISTRIBUTED VBR BACKGROUND TRAFFIC.
Based on the previous results, we select a MCR of 1

Mbps and a PCR of 1.5 Mbps for the ABR connection.
We ran this simulation adding VBR background traff ic
modeled as a Poisson process with a mean arrival rate of
17 Mbps.

As shown in Figure 10, the performance of all three
packet-forwarding poli cies was acceptable for the voice
users in terms of losses, as expected. However, we can
also see that the use of EF dramaticall y improved the
voice performance in terms of this metric. Under these
conditions, no video losses were observed with any of the
packet-forwarding poli cies.

Figures 11 and 12 show the mean delay for voice and
video applications, respectively. It can be observed that
the values are notably below the respective maximum
allowed values. It can also be seen that there is no
significant improvement when EF is used, similar to what
happened when no background traff ic was running
through the ATM network.

As regards the FTP (data) traff ic, our results revealed
that there is no important difference whether we apply the
EF mechanism or not, as shown in Figures 13 and 14. The
conclusion from these tests is that the IP real-time
applications are not significantly affected by the assumed
load of Poisson VBR background traff ic. To be more
specific, our results show that, in the worst case, the ABR
bandwidth (ACR) was reduced from 1.5 Mbps (requested
PCR) to 1.475 Mbps, which shows that the Poisson
background traff ic only takes a very small amount of the
bandwidth from the ABR connections.



Voice losses comparision, with Poisson background traffic
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Figure 10. Voice losses using Poisson background
traffic
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Figure 12. Video delay using Poisson background
traffic
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Figure 11. Voice delay using Poisson background
traffic
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Figure 13. FTP throughput / offered load using Poisson
background traffic

FTP Goodput comparision, with Poisson background traffic
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Figure 14. FTP goodput using Poisson background
traffic

(III). ALPHA-STABLE SELF-SIMILAR VBR BACKGROUND

TRAFFIC IN THE NETWORK.
In this part of our experiment, we assume that the VBR

background traff ic behaves as an alpha-stable self-similar
process with the same mean arrival rate as the one
assumed in part II (17 Mbps). We also use the same values
assumed in part II for MCR and PCR (1 and 1.5 Mbps,
respectively).

As Figure 15 shows, the use of EF dramaticall y
improved the performance of the voice applications,
decreasing the losses. However, in this case the voice
application has an acceptable performance even without
the use of the EF mechanism. The voice mean delay is
marginall y reduced by the use of EF, as shown in Figure
16.

Figure 17 indicates that there are violations to the
acceptable number of video losses when we do not apply

EF. With the EF mechanism, on the other hand, either
with two or three priorities, the number of video losses
fall s dramaticall y (down to 0), allowing the transport of
the video application without violations. As for the video
mean delay, we notice a slight decrease when we apply the
EF mechanism (see Figure 18).

Once again it is clear that, without the EF mechanism,
when a large FTP burst goes into the network, it affects
directly the video and voice packets that follow by greatly
increasing their delay and causing losses. The EF
mechanism, when used, causes a reduction in the voice
and video peak delay values at the expense of enlarging
FTP delays. The FTP packet transmission, however, is not
noticeably affected by this procedure, as described below.

Regarding the FTP data packets, the achieved
throughput is equal to the offered load (ratio is 1), as
shown in Figure 19. We also obtained very high values for
the Goodput, as seen in Figure 20. Again, these results are
due to the resilience of FTP to longer delays, as compared
to video or voice applications, as long as they do not cause
too many TCP timeouts. This is also an indication that,
under these conditions, there is a friendly association
between TCP and the EF/ABR mechanism.

If we compare the results from this section and section
II , we see that the realistic alpha-stable self-similar VBR
background traff ic interacts much more strongly with the
ABR traff ic than the Poisson traff ic. This shows us that
the common tendency of simpli fying the traff ic models to
achieve easier and faster results can cause for the obtained
conclusions to be completely inaccurate.



Voice losses comparision, using Alfa-stable traffic
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Figure 15. Voice losses using alpha-stable background
traffic

Video losses comparision, using Alfa-stable traffic
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Figure 17. Video losses using alpha-stable background
traffic
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Figure 19. FTP throughput / offered load, using alpha-
stable background traffic

Voice mean delay comparision, using Alfa-stable traffic
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Figure 16. Voice delay using alpha-stable self-similar
background traffic

Video mean delay comparision, using Alfa-stable traffic
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Figure 18. Video delay using alpha-stable background
traffic
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Figure 20. FTP goodput using alpha-stable
background traffic

(IV). RESULTS WITH TWO LOGICAL IP SUBNETWORKS

These results have been obtained in our last scenario,
running five multimedia users on the network. Once again
we can see how the requirements for voice are well
achieved, regardless of whether or not we apply the EF
mechanism. In Figures 21 and 22 we can see that the voice
losses and voice delay are within the permitted limits, and
we can also notice that there is an important decrease in
voice losses when EF is applied.

On the other hand, we notice that the EF mechanism is
essential to avoid violations of video requirements.
Without EF, the video losses exceed the limit for a good
performance (see Figure 23). We can also see that, in this
case, using two or three priorities in the EF mechanism
works equally well for video applications.

In this case, as in most of the others, there is only a
small reduction in video delay when we use EF, as can be
appreciated in Figure 24.

FTP traff ic has a very good performance in terms of the
ratio of the throughput to the offered load because of the
TCP error-recovery actions, but we can see how the
goodput parameter decreases to 96% (see Figures 25 and
26). Thus, we can say that EF affects marginall y the FTP
goodput, but stil l within very acceptable limits.

6. CONCLUSIONS
• We found that the EF mechanism, which is applied at

the IP layer, improves the performance of voice and
video applications running on an ATM ABR
connection, decreasing packet losses.

• The EF mechanism does not reduce significantly the
mean delay for voice or video applications, but avoids
instead the existence of excessive delay for individual
packets. This is the main reason why voice and video
losses  are  decreased,  since  it is much more li kely for



Voice losses using two Logical IP subnetworks
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Figure 21. Voice losses using two LIS

Video losses using two Logical IP subnetworks
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Figure 23. Video losses using two LIS
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Figure 25. FTP throughput / offered load, using two LIS
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Figure 22. Voice delay using two LIS
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Figure 24. Video delay using two LIS
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Figure 26. FTP goodput using two LIS

the packets to arrive in time at the destination, thus
avoiding being discarded.

• As expected, the EF mechanism marginall y affects in a
negative way the FTP goodput, but keeping an
acceptable FTP performance. We can say that there is
a friendly association between TCP and the ABR/EF
mechanism.

• There is no significant difference between using EF
with two or three priorities. Thus, we recommend the
use of two priorities, because it is simpler.

• The overall conclusion is that EF saves bandwidth and,
at the same time, improves the network performance
when transporting multimedia traff ic.

• By comparing the system performance when the
background traff ic behaves as an alpha-stable self-
similar process and when it behaves as a Poisson
process, we can see that there is a significant
difference. This in turn implies that simpli fying our
models in order to obtain easier and faster results can
cause for the conclusions drawn to be completely
inaccurate.

• In the Classical IP over ATM approach, in which
separate logical IP subnetworks need to use an
intermediate router in order to communicate, the
proposed ABR/EF mechanism still maintained a good
performance. The goodput for non-real-time
applications, such as FTP, was marginally affected, but
stil l within acceptable limits.
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