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   Abstract — In many occasions where safety and 
security are critical, such as military affairs and scene 
monitoring, target-tracking plays a vital role. First, in 
this paper the position of the moving target is 
measured, and then in the subject of tracking 
multi-target, the trajectory of every target in an 
image sequence is calculated immediately by using 
path coherence function. Because of the occlusion or 
the other factors, the targets may not be detected in 
the tracking process. In this paper, the next position 
of every target can be predicted by employing the α
-β  filter combined with the fuzzy theory and the 
tracking system will be processed. Finally, the 
proposed method based on the fuzzy theory can be 
applied to describe its motion trajectory. Moreover, 
the simulate results show that the tracking system has 
a good performance. 
 

I.  Introduction 
In the recent years, tracking moving objects using 

an image sequence has been very popular. It can be used 
for capturing and recognizing moving targets as well as 
for analyzing object motions, so as to be applied to 
various applications such as weapon systems, 
transportation systems, security systems and factory 
automation, etc. Three main processes should be 
introduced in order to implement target tracking system. 
The first part is a preprocessing which is used to extract 
the feature points of the target [3, 4, 6] and estimates the 
3-D coordinates information of feature points [2, 3, 6, 
15]. The second part is to track the trajectory of every 
target simultaneously [5, 8, 9, 10, 11, 12, 13, 14]. The 
third part is to predict the next position information of 
each target [1].  

Most researchers interested in the topic of tracking 
multi-target consider a motion sequence of multiple 
objects by using a static camera, and the problem is 
restricted to 2-D projection of real 3-D motion or the 
motion state of the object on a certain plane. So, the 
motion trajectories are limited to 2-D plane. When the 
targets move in 3-D space, the number of the 
intersections of the trajectories which is projected from 
3-D to 2-D space may become large in some case. 
Therefore, the tracking error will be increased. In this 
paper, the dual-CCD cameras will be applied to obtain 
more information of 3-D space to improve the drawback 
described previously. Besides, if some feature points are 
lost, it will result in tracking failure because of the 
insufficient feature points. In order to deal with this 

problem, a fuzzy predictor will include the tracking 
system. 

On the other hand, in the process of capturing 
images, some errors between the measured and the real 
trajectories will be produced because of the hardware 
and noise disturbance. In order to improve the situation, 
a fuzzy estimator will be introduced in this paper to 
decrease the error such that the estimated trajectories will 
be more similar to the real ones. 
 

II. Multi-Target Tracking system 
    In this section, there are two major parts in the 
system architecture. In the part of describing the motion 
trajectory, it is essentially composed of three portions; 
image preprocessing, 3-D coordinates estimation and a 
fuzzy estimator. In the part of tracking multi-target 
system, it is essentially composed of two portions; the 
tracking multi-target method and a fuzzy predictor. 
 
A. Preprocessing 

In order to obtain the target from the background, 
the global image thresholding [3] method is applied.  
The single thresholding T is derived to partition the 
image histogram. After using the image thresholding 
method, some isolated noise still remained in the image. 
To cancel these noise in the frame, the median filter [3] 
is adopted. The median filter not only can erase these 
noise, but also it can smooth the edge of the target. After 
using image thresholding and median filtering, the target 
can be extracted from the background.  

In order to derive the feature point of the target, the 
region growing technique [3] is used to obtain the center 
of gravity of the target. First, the pixel of the top-left 
boundary of the target regarded as the seed point. Then, 
the pixel aggregation approach starts with the seed point 
and, from this grows regions, append to the seed point so 
that neighboring pixels with same gray level can be 
employed. These coordinates of region growing regions 
will be recorded. Next, the center of gravity of the target 
is estimated by 
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B. 3-D Coordinates Estimation 

For any camera model, the perspective projection 



matrix can be established by the perspective projection  
transformation. The coordinate system (x,y,z) for the 3-D 
space and (u,v) for the 2-D space in the image can be 
written linearly as 
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where .s/v̂v,s/ûu ==   A self-calibration technique is 
used to decide every element of the matrix P. A 
calibrated pattern is used, as shown in Fig. 1. The 
coordinates of the corners on the calibrated pattern are 
known precisely with respect to a real 3-D coordinates 
system and the coordinates of the corners projected in the 
image plane are also derived by using image processing 
techniques. Therefore, there are 32 pairs of mapping 
points: )v,u( ii and )z,y,x( iii , (i=1, 2, ...,32,). 
Substituting the mapping points into (3) gives 
         32, ..., 2, 1   0 ,iusû ii ==−             (4) 

         32, ..., 2, 1    0 ,ivsv̂ ii ==−             (5) 
The 64 equations are replace with the matrix formation 
below 
        0qA 1121264 =xx ,              (6) 
where 

[ ],,,,,,,,,,,, qqqqqqqqqqqqq 343332312423222114131211= . The 

solution of q is  the unit eigenvector of matrix AA T  
associated to the smallest eigenvalue. By using the above 
method, the projection matrices [ ] 43xP  and [ ] 43x'P  of 
binocular CCD cameras can be computed respectively. 
The 3-D coordinates of the feature points can be derived 
by using the projection matrices. Given a pair of feature 
point in correspondence: (u,v) and (u',v') in the image 
planes of binocular CCD cameras. Let 

[ ]Tt,ẑ,ŷ,x̂X = be the corresponding 3-D projective 
point. Following the camera model, the two equations 
can be derived. 

            [ ] [ ] ,t,ẑ,ŷ,x̂P,v,us TT == 1          (7) 

            [ ] [ ] ,t,ẑ,ŷ,x̂P,'v,'u's TT == 1        (8)   
Eliminating s and s' from (11) and (12) yield the 
following equation: 
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Denote ip  be the vector corresponding to the ith row of 

P, and i'p  be the vector corresponding to the ith row of 
P'. The solution to (14) is well known to be the 
eigenvector of matrix AAT  that has the smallest 
eigenvalue. Then, the real 3-D coordinates (x,y,z) can be 
written as 
             .   t/ẑz,t/ŷy,t/x̂x ===        (10)      
 

 
Fig. 1: Calibrated pattern 

 
C. A Fuzzy Estimator 
  Hardware limitation and noise disturbance result in 
the error between previous 3-D coordinates estimation 
and the real ones. To describe the trajectory which is near 
real one, a fuzzy estimator is proposed. For the case of 
spherical and rectangular coordinates these 
transformations are 
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for spherical-to-rectangular coordiantes and 
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for rectangular-to-spherical coordinates. Then, the 
measured coordinate of every target has to make above 
transformation from the rectangular coordinates (x,y,z) to 
the polar coordinates ),,R( φθ , as shown in Fig. 2. Based 
on common sense knowledge about moving targets with 
reasonable changes in velocity, it is assumed that moving  
targets can not change dramatically in any directions, i.e., 
the difference )k(iθ of the angles )k(i1θ  and, 

)k(i 11 −θ , and the difference )k(iφ  of the angles 

)k(i1φ  and )k(i 11 −φ , i=1, 2, ..., m.  
 
 
 
 
 
 
 
 
 
 
 
Fig. 2: Spherical coordinates typically used for three-         
dimensional measurements. 

The smoothness assumption described above 
formulates the fuzzy If-then rules for the fuzzy controller 
in the fuzzy estimator, for example: If the angle 
difference, )k(iθ  is positive small, then the angle 

adjustment, )k(iaθ , is negative small. By using a fuzzy 
estimator, the motion trajectory is described smoother 
and the measurement errors can also be reduced.    
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D. Tracking Trajectories of Feature Points 
   By using the three adjacent frames, the value of the 
cost function can be calculated. Then, the tracking 
system will be executed. The following function is 
used:
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where 1w and 2w  are weights. This algorithm will 
extend trajectories up to the (k+1)st frame, assuming the 
trajectories up to the kth frame have already been 
obtained. The points of the (k+1)st frame are assigned to 
be the established trajectories using the nearest neighbors. 
These tentative trajectories are then iteratively refined 
using the following method. The value of the criterion D 
for the tentative trajectories for  
the (k+1) st frame is 
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Now let us consider two trajectories, the ith and the jth, 
and rewrite the above equation as 
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Suppose now the points from the (k+1)st frame on the  
ith and jth trajectories are exchanged. Clearly, such an 
exchange would not affect the first three terms in the 

above equation. Now let k
id  and k

jd  be the new path 

coherence measures for the  ith and jth trajectories after 
the exchange. Then, for the above exchange to be 
profitable, let us have  

   −+= k
j

k
i

k
ij ddg ),dd( k

j
k
i +     (16) 

should be positive. 
If the feature points is tracked in the previous k 

frames, the next step is to determine the feature points in 
the (k+1)st frame belongs to which trajectories. The 
detailed method is as following: 

 
Step 1: Using the nearest neighbors method, initialize 
trajectories, such that the sum of distance of the feature 
points in the  kth frame and in the (k+1)th frame are the 
shortest. The decision is a point in any frame is assigned 
to only one trajectory. 
Step 2: The gain k

ijg  for i=1 to m-1 and j=i+1 to m is 

computed in the (k-1)th, kth,and (k+1)th frames by using 
the path coherence function. The weight values 1w , 2w  
are experimentally selected to be 0.1 and 0.9. Next, the 

i-j pair providing the maximum gain is picked. Then the 
feature points of the iT  and jT  trajectories in the 

(k+1)th frame are exchanged.  
Step 3: Finally, the second step is repeated until the 
below condition is satisfied. Then the final trajectories 
derived are the smoothest in the theorem.   
 
E. A Fuzzy Predictor 
   After tracking feature points is accomplished, the 
next task is to predict the next positions of the targets. 
Here, the α-β filter is adopted. Theα-βfilter is 
probably the most extensively applied fixed-coefficient 
filter. This filter can be defined by the following 
equations [1]: 
   [ ],)k(x)k(x)k(x)k(x pops −α+=           (17) 

   [ ],)k(x)k(xqT/)k(v)k(v posxsx −β+−= 1    (18)  

   ),k(Tv)k(x)k(x sxsp +=+1                (19)  

The fuzzy rules are expressed in terms of two input 
variables and two output variables. The input variables,  
defined in terms of the prediction error e(k) and change 
of error Δe(k), are given as    

    
3

222 )k(e)k(e)k(e
)k(e
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The input membership function including two input 
variables e(k) andΔe(k) is seen in Fig. 3, and the output 
membership function including two output variables   
are shown in Fig. 4. The set of fuzzy rules is shown in 
TABLE 1. 

By employing a fuzzy predictor, the next position 
of every target can be predicted. Even though the feature 
point may be lost in the next frame, a fuzzy predictor can 
still estimate the possible position of the feature point. 

  Fig. 3: Member function for input 
 
 
 
 
 

Fig. 4: Member function for output 
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   TABLE 1. Fuzzy rule. 
 
III. Simulations and Results 

  The performance of multi-target tracking system is 
evaluated. The simulation is divided into two parts. 
First, the fuzzy estimator is tested and verified. Second, 
the multi-targets tracking system is simulated and 
tracked. The simulate results and analyses are 
discussed. 

 
A. The Results of Estimating the Motion  

Trajectory    
   The simulate environment consists of two CCD 
cameras and the mechanism, as shown in Fig. 5. By 
using the mechanism instrument, a trajectory of a 
moving target in the 3-D space can be generated. When 
the target moves in the 3-D space, the real 3-D 
coordinates of the target are recorded immediately. 
Therefore, the real motion trajectory can be plots. In the 
mean while, the measured coordinates of the target are 
computed by using the binocular vision combined with 
self-calibration technique. Then the measurement motion 
trajectory can be described. Moreover, the fuzzy 
estimator can estimate the position coordinates by using 
the measured coordinates simultaneously. Finally, the 
whole estimated trajectory can be derived.     

  Fig. 5: Illustration of simulation setup 
In order to evaluate the performance of the 

estimation in 3-D space and the fuzzy estimator, four 
trajectories will be designed and every the same 
trajectory is tested 100 times. Moreover, it is assumed 
that these trajectories are smooth. Simulate results about 
four different trajectories are shown in Fig. 6. The 
average error aveÊ  is defined as follows: 
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where n is the number of estimated points, )z,y,x( ijijij  

is the estimated coordinates or measured ones, and 

)z,y,x( rijrijrij  is the real coordinates. The statistical 

data of the different paths are shown in TABLE 2. 
According to simulate results, most measured error can 
be decreased effectively and the estimated trajectories 
become smoother than the measured ones. When the 
target moves abruptly, the estimated result is not perfect 
because the fuzzy rules are designed by the smoothness 
assumption. If the sampling rate is increased, the 
trajectory of the moving target will become smoother 
and the estimated result will be improved.     
 
B. Results of Tracking Multi-Target System       
   To evaluate the performance and efficacy of 
multi-target tracking system, the simulations are 
established. First, a virtual 3-D space is created and 

motion trajectories of the targets are plotted in the virtual 
3-D  

Fig. 6: Four designed trajectories. (a) First.  
     (b) Second. (c) Third. (d) Fourth. 

 
 Path Measured Error Estimated Error  
 First 0.9137 0.6932  
 Second 0.9035 0.7088  
 Third 0.9732 0.7523  
 Fourth 1.0116 0.7642  
    

      TABLE 2. The Average Error. 
 
space. The feature points are selected in every motion 
path and arranged in accordance with early or late 
sequence. In order to increase reliability about simulation, 
the chosen coordinates of feature points will include 
some random noise and the range of random noise is ±
1 unit. These coordinates are regareded as measured 
ones. 

In the simulations, the motion states of the targets 
will be defined as follows: 
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intersection : occurred if the targets move in 3-D space, 
the distance between two feature points on different  
trajectories at a certain point of time is smaller than a 
prespecified limit of distance.   
complexity : complex occurred if the number of 
intersections are larger than half of the number of the 
targets in the same frame, otherwise, it is called 
non-complex. 

Then, the simulations of complex and non-complex 
will be executed. Several group of targets will be used to  
move at different trajectories. The number of targets in 
each group are 3, 4, 5, 6, 7, 8 and 9, respectively. They 
are tested for 250 times in the cases of complex and 
non-complex. In the process of tracking feature points, if 
any feature point has a wrong correspondence, the case 
will be defined as tracking failure. Otherwise, the result 
is  tracking success.  

In the case of non-complex, The tested result is 
listed in TABLE 3. The part simulation result is  
 Number Tested 

Times 
Tracking 
Success 

Tracking 
Failure 

Success 
Rate(%) 

 

 3 250 247 3 98.8  
 4 250 242 8 96.8  
 5 250 236 14 94.4  
 6 250 229 21 91.6  
 7 250 224 26 89.6  
 8 250 221 29 88.4  
 9 250 213 37 85.2  
 TABLE 3.  The result of simulation for non-complex 

  (a)           (b) 

  (c) 
Fig. 7: The non-complex example of tracking six targets. 
(a) The real trajectories. (b) The measured trajectories. (c) 
The tracked trajectories. 
 
 Number Tested 

Times 
Tracking 
Success 

Tracking 
Failure 

Success 
Rate(%) 

 

 3 250 244 6 97.6  
 4 250 235 15 94  
 5 250 221 29 88.4  
 6 250 203 47 81.2  
 7 250 186 64 74.4  
 8 250 168 82 67.2  

 9 250 153 97 61.2  
TABLE 4.  The result of simulation for complex 
 
presented in Fig. 7. .In the case of complex, the tested 
result is listed in TABLE 4, and the part simulation result 
is illustrated in Fig. 8. However, when there are a lot of 
feature points which intersect densely at the same time, it 
is difficult to avoid misclassified trajectories. Because 
the trajectory-tracking method is an local optimization 
problem, stepwise optimization procedures guarantee 
only local optimization.  

 
In order to evaluate the performance of the fuzzy 

predictor, some feature points will be hidden. When 
some feature points are lost, it will result in tracking 
failure because of the insufficient feature points. 
Therefore, the fuzzy predictor will predict the available 
positions associated to the hidden feature points such that  
the tracking algorithm will be continued. The result is 
shown in Fig. 9. 

(a) (b) 

     (c) 
Fig. 8: The complex example of tracking six targets. (a) 
The real trajectories. (b) The measured trajectories. (c) 
The tracked trajectories. 
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   (c) 
 
Fig, 9: The example of tracking four targets. (missing 
feature points) (a) The correct trajectories. (b) All feature 
points of every trajectory. (c) The tracked trajectories. 
 

IV. Conclusions 
   In this paper, an approach for multi-target tracking 
system is proposed. To evaluate the system, first, image 
processing techniques are employed. The method of 
binocular vision combined with self-calibration 
technique is further applied to compute 3-D coordinates 
of the target. Due to the measured error, a fuzzy 
estimator will be applied to describe the motion 
trajectory of the target. In this simulate results, the error 
diminishes effectively and the estimated trajectory can 
become smoother than measured one. Next, several 
different motion trajectories and feature points are used 
to evaluate tracking system. In general, the trajectories 
are tracked correctly. When a large of feature points 
intersect densely simultaneously, it is difficult to avoid 
misclassified trajectories. When some feature points are 
missing, the predicted points will be employed so as to 
sustain the same number of feature points in every frame. 

In this simulation, the fuzzy system is used to 
estimate the trajectory and predict the position. 
Nevertheless, fuzzy modelling has some interdependent 
problems such as fuzzy partition of data space, 
identification of membership functions and consequence 
models, etc. In this simulation, these problems are solved 
by trials and errors, and the parameters are manually 
adjusted by the operator. How to develop an adaptive 
fuzzy rules which has the ability of self-organizing for 
dealing with any kind of possible problems will be the 
next challenge in the future. 

In most researches, the cost function will be 
calculated by the three adjacent frames. Therefore, the 
cost function is composed of two factors, speed and 
direction without regard to acceleration. In the future, 
more than three frames may be used in the more 
advanced tracking systems to provide the cost function 
including the factor of acceleration. Such new systems 
can be applied in several motion states of multi-target 
and produce better performance than the current ones. 
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