
Abnormal Event Detection Using Trajectory Features 
 
 

Chin-Chuan Han1,*, Cheng-Yi Lin2, Gang Feng Ho2, and Kuo-Chin Fan2 
1Department of Computer Science and Information Engineering, 

National United University, Miaoli, Taiwan 
2Department of Computer Science and Information Engineering, 

National Central University, Taoyuan, Taiwan 
cchan@nuu.edu.tw 

 
ABSTRACT 

In this paper, an abnormal detector is proposed 
using trajectory features. An intelligent surveillance 
system could provide not only the recording function but 
also the detection of abnormal activities. Trajectory 
feature is an effective feature for detecting the abnormal 
activities. Since the monitoring spaces are much varied, 
pre-defined trajectories are not available in all cases. In 
this paper, the video data of normal activities were 
collected and segmented for training the detector. The 
trajectory features of moving objects were extracted and 
represented as a normalized feature vector. A fuzzy 
self-organized map based detector, an unsupervised 
detector, was built up to detect the abnormal activities 
in real time. Experimental results are given to show the 
effectiveness and efficiency of the proposed approach. 
Finally, some conclusions are made. 
Keywords: video surveillance, abnormal activity, fuzzy 
self-organized map, trajectory features 
 
 
1 Introduction 
 

Developing a computer-based monitoring system is 
an effective approach to monitor the space for saving 
man power. An intelligent program could provide not 
only the recording function but also the detection of 
abnormal activities. Trajectory feature is an effective 
feature for detecting abnormal activities. The trajectories 
of moving objects should be pre-defined in traditional 
approaches. Since the monitoring spaces are varied very 
much, pre-defined trajectories are not available in all 
cases. In this paper, the video data of normal activities 
are collected and segmented to train an unsupervised 
detector of normal behaviors. A fuzzy self-organized 
map (FSOM) based detector was built to detect the 
abnormal activities using the trajectory features. 

 
Bashir et al.[1] separated the trajectory into several 

segments. Each segment was represented the coefficients 
of principal axes. Next, the Gaussian mixture model 
(GMM) was utilized for modeling the distribution of 
trajectories. Self-organizing neural network (SONN) is 
an unsupervised learning architecture to automatically 
model the data distribution. It is unnecessary to 
pre-define the normal or abnormal trajectories. For 

example, Johnson at al.[2] adopted a vector to represent 
the trajectory and speed of a point. Two competitive 
networks were adopted to learn the prototype of 
trajectories. In addition, the feedback mechanism was 
utilized [3] to effectively model object's behaviors. Hu et 
al.[4] improved the architecture of Johnson's to increase 
the system performance. Owens et al.[5] utilized the 
self-organizing neural network(SONN) to model the 
distribution of features for determining abnormal 
trajectories. 

 
First of all, moving objects were detected and tracked 

in the histogram-based background subtraction, the 
shadow pixel removal, and the labeling steps. The 
trajectory features of moving objects were extracted and 
represented as a normalized feature vector. Using an 
unsupervised clustering algorithm, normal activity 
patterns are thus constructed. Different from the 
conventional clustering method, the proposed approach 
combines the FSOM and the possibility C-means 
clustering algorithm. The parameters of SOM were 
replaced with the membership functions. They are 
repeatedly adjusted to obtain the desired outputs by the 
training samples. After completing the training process, a 
normalized trajectory vector is verified to determine its 
validity. 

 
The rest of this paper is organized as follows. The 

moving objects are detected and tracked in section 2. In 
section 3, object trajectories were extracted and 
represented as a vector of the same length. A FSOM was 
trained to determine the validity of objects using their 
trajectory features in section 4. In section 5, some 
experimental results were conducted to show the 
effectiveness of the proposed approach. The concluding 
remarks are given in section 6. 

 
2 Moving Object Detection/Tracking 
 

A background subtraction-based approach is a 
popular method for video surveillance system. Four 
points, background construction, background updating, 
foreground detection, and shadow removal, should be 
considered. Stauffer et al. [6] proposed a mixed 
Gaussian model to construct the distribution of 
background pixels. Toyama at al. [7] proposed a 
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Wallflower algorithm find the foreground object in 
three levels: pixel level, region level, and frame level. 
The foreground pixels were found using the color 
information in the pixel level. The object relocation 
problem was solved in the region level. The lighting 
effect was solved in the frame level. The main goal is to 
reduce the detection errors of foreground. Haritaoglu et 
al.[8] utilized the minimum intensity, the maximum 
intensity, and the maximum intensity difference to 
model the background pixels. Mckenna et al. [9] used 
the color and edge information for background 
construction. All of their approach would like to reduce 
the lighting effects. 

 
In this paper, a histogram-based background image 

was constructed for detecting the foregrounds. First, a 
median filter was performed for removing the noises. 
The differentiating between two images is calculated. 
The pixel with small differentiating value was treated as 
a background pixel. The statistical histograms 

),,( kyxH t
c for a pixel ),( yx  on RGB channels are 

counted at frame .255,,1,0},,,{, K=∈ kBGRct  The 
bin with the highest number on each RGB channel is 
assigned as the background value from N sequential 
images. If the differentiating value on the RGB color 
space between the current frame and the background 
image is large than a pre-determined value, the averaged 
value from the previous N frames, this pixel is classified 
as the foreground pixel. Otherwise, it is a background 
pixel and should be updated in the background updating 
process. 

 
The background updating is to keep the effectiveness 

of detection against the change of spaces. The strategies 
is designed as follows: If a pixel ),( yx  belongs to the 
background pixels whose RGB values are ),( yxIc , the 
corresponding bins are increased by one. At the same 
time, the other bins for this background pixel are 
decreased by 1. The updating rules for the background 
pixels are designed as follows:  

 

⎪⎩

⎪
⎨
⎧

−

=+
=

−

−−

;otherwise1),,(

),,(if1),,(
),,(

1

11

kyxH

yxIkkyxH
kyxH

t
c

t
c

t
ct

c
 (1)

.255,,1,0},,,{

),,,(maxarg),( 1

K=∈

= −

kBGRc

kyxHyxB t
ck

t
c  (2)

 
The updating process for the foreground pixels is 

ignored. Next, the shadow problem is a crucial problem 
because the image data frequently suffer from lighting. 
The shadow pixels are frequently mis-classified as the 
foreground points. The shadow pixels were identified by 
using the Horprasert et al.'s approaches [10]. In their 
approaches, the distortion values of brightness and 
chromaticity were calculated from the statistical data. 
The pixels in moving regions were classified into the 
original background, the shadow background, the 
highlight background and the foreground objects using 

the original color data. In addition, the approach 
proposed by Prati [11] et al. used the following rules to 
remove the shadows. (1) The shadow pixels are the 
pixels whose brightness is smaller than the backgrounds'. 
(2) The variances of chrominance of shadow pixels are 
small. The brightness and chromatic distortions are thus 
defined as follows: 
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The shadow pixels are determined in the following 

rules: 
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3 Trajectory Feature Extraction 

 
After finding the foreground objects, the next step is 

to continuously track the objects. In general, Kalman 
filter, particle filter, or dynamic Bayesian network are the 
popular methods to track the objects. In addition, four 
types of matching approaches are used during the 
tracking process. These four type approaches could be 
integrated to improve the tracking performance. They are 
(1) region-based, (2) contour-based, (3) feature-based, 
and (4) model-based approaches. The centers of 
foreground objects ),( ii yx  are extracted using the 
tracking algorithms. Three representations of trajectories, 
the point-based [5], the curve-based [12], and the spatio- 
temporal-based [3, 4] representations, are frequently 
used in many studies. In this study, the last one is utilized 
to represent the object trajectories. 

 
First of all, an object center position and its velocity 

at each trajectory point can be represented in a vector 
form ],,,[ iiii yxyx δδ . However, this vector could not 
completely represent the object movement such the 
direction, speed, trajectory, etc. The velocity values are 
calculated as 1−−= iii xxxδ  and 1−−= iii yyyδ  in many 
reported papers. In this study, these values are 
re-formulated as the speed 22

iii yxs δδ += , and the 

direction )/(tan 1
iii xyd δδ−= . The trajectory features are 

represented as a vector of length m, ,,,[ 111 syxTg =  
],,,,,1 mmmm dsyxd K . Since the lengths of trajectory 

vectors are different, vector gT  is extended to a new 
vector of length 4n, where value n is the maximal 
number of trajectory points. n-m points with the positions 
of the last point, zero speed, and zero directional angle, 
are appended to the original data as follows: 
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4 Abnormal Event Detection Using FSOM 

 
Since the abnormal activities are not easily collected, 

a un-supervised detector is trained from the normal 
activities. In this section, a fuzzy self-organized map 
(FSOM) based detector is built up based on the 
possibilistic C-mean clustering algorithm. This detector 
can determine the abnormal activities in real time. 

 
4.1 Possibilistic C-means Clustering Algorithm 
 

Zhang and Leung [13] improved the possibilistic 
C-means clustering algorithm [14] to overcome their 
shortcoming. They added the fuzzy membership (FM) 
function into the objective function. Consider N points in 
S dimensional space },,,{ 21 NxxxX K= . They are 
partitioned into C clusters. The possibilistic membership 
(PM) on set X is defined as ][ ikuU =  of size C × N, and 

iku  is the PM of kx  in cluster ic . Two objective 
functions were modified as follows: 
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Here, )( p

iku  and )( f
iku  are the PM and FM of a sample 

kx  in cluster ic , respectively. Values pm  and fm  are 
two weighting exponents for the PM and FM. Both of 
them are larger than one, and they are assigned as one in 
this study. A scale parameter iη  is defined as: 
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According to the consequences in Reference [13], the 

following conditions should be satisfied for minimizing 
),,( )()(

2
VUUJ fp
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4.2 Fuzzy Self-Organizing Neural Network 

 
These normalized feature vectors are inputted a 

modified fuzzy self-organizing map (SOM) for training 
a detector. Consider N training samples represented by 
the vectors of length S to be partitioned into C clusters. 
The modified fuzzy SOM is trained to find the better 
PM and FM by the following algorithm: 

 
Step 0: Initialization: Find C cluster centers Ci using the 
fuzzy C-mean algorithm, and the scaling parameters 
were initialized as follows: 
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Step 1: Randomize the weights of all cluster centers 

iv , .,,2,1],,,,[ 21 Civvvv iSiii KK ==  
Step 2: Input the training vectors ],,,,[ 21 kSkkk xxxx K=  
into the FSOM, Nk ,,2,1 K= . 
Step 3: Calculate the Euclidean distance between 

sample kx and the center iv . ∑ −
−=

S

J ijkjik vxd
1

2)( , 

.,,2,1,,,2,1 NkCi KK ==  
Step 4: Compute the FM and PM between cluster center 

iv  and point kx . 
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Step 5: Update the weights values 
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Step 6: Adjust the scaling parameters 

∑
∑

=

=+=+ N

k
f

ik
p

ik

N

k ik
f

ik
p

ik
ji

d
tt

1
)()(

1
2)()(

))((

))((
)()1(

μμ

μμ
ηη  

Step 7: Repeat Steps 2 to 6, until the following criteria 
is satisfied or the iteration number is large. 
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4.3 Abnormal Activity Detection 

 
Consider an input trajectory of m points 

)],(,),(),,(),,[( 3322110 mm yxyxyxyxT K= . This vector 
is converted to a new vector ,,,,[ 1111 dsyxTg =  

],,,, mmmm dsyxK  and extended to a vector ,[ 1xTn =  
],,,,,,, 111 nnnn dsyxdsy K  of length n. The extended 

vector is inputted the FSOM to find the winner node 
with the minimal Euclidean distance jD . If the 
criteria jj qmD >/ is satisfied, this trajectory is an 
abnormal activity. Here value jq  is a threshold value 
generated from the training samples. That means: If the 
input trajectory is close enough to the winner node jD , 
it is classified as a normal trajectory. Otherwise, it is an 
abnormal one. The threshold value jq  for node jD  is 
determined as follows: Find the distance ijD  for the 
trajectory iT  of length m whose winner node is jD . 
The threshold value jq  for node jD  is assigned as 
the maximal distance of all normalized distance mDij / . 

 
In addition, a partial trajectory could be classified 

which prototype it is by computing its probability. 
Consider a trajectory ,,,,,,,,[ 1111 mmmg syxdsyxT K=  

]md . Calculate the distances between the trajectory and 
the nodes of FSOM. The distance is calculated as the 
weighted sum between the trajectory vector and the 
weight vector of each node as follows: 
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In order to obtain the high accuracy rate, the newer 

trajectory points are assigned with the larger weighted 
values. The weights is decreased with the time as 
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Therefore, the probability for each prototype is 

calculated as 
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5 Experimental Results 

 
100 images with moving objects were collected to 

construct the background image using the 
histogram-based technique. The threshold value in the 
experiments was set in a range 10 to 20. Four 

illustrations of background construction and foreground 
detection are given as shown in Fig. 1. In addition, the 
background update in the proposed approach is needless. 
The foreground pixels (read points) and the shadow 
pixels (blue points) are effectively classified as shown 
in Fig. 1(c). The parameters in this experiment are set as 

),( 00 θγ = (0.3, 0.04), and the parameters for the dark 
pixels are set as (0.35, 0.1). 

 
To illustrate the detection of abnormal events, 30 

video samples with normal trajectory features were 
extracted for training. A space image and three trained 
prototypes of normal trajectories are illustrated in Fig. 
2(a) and (b), respectively. On the other hand, 30 normal 
and 12 abnormal samples were tested to show the 
detection results of the proposed method. Some 
examples of abnormal activities are illustrated in Fig. 3. 
In Fig. 3(a), a car turned left into a parking lot of 
bicycles. Similarly, a car turned right into the parking 
lot (See Fig. 3(b)). Next, a car stopped at the restricted 
zone (the yellow zone) as shown in Fig. 3(c). The speed 
of a car is slowed down due to a motorcycle as shown in 
Fig. 3(d). Two cars moved in an illegal 'U' turn as 
shown in Figs. 3(e) and 3(f), respectively. Furthermore, 
the prototypes of input trajectories are also predicted as 
shown in Fig. 4. In Fig. 4(a), the probability for the 
vehicle located at the green path is 32%. It is increased 
to 36% at the blue path. In the other example, the 
vehicle moves straight foreword. Its prototype 
probability is increased from 81% to 99%. 

 
The algorithms were implemented on a PC-based 

machine of Pentium IV, 3.0 GHZ, and 1G RAM. The 
averaged execution time needs about 0.047 to 0.062 
seconds per frame. 28 of the 30 normal activities were 
correctly determined. On the contrary, 11 of the 12 
abnormal activities were correctly detected. The false 
rejection rate (FRR) is 2/30=6%, and the false 
acceptance rate (FAR) is 1/12=8.3%, respectively. The 
main mis-detection occurred at the classification error 
of foreground pixels. That led to the incorrect trajectory 
representation and the incorrect detection results. 
 
6 Conclusions 

 
In this paper, a FSOM verifier has been proposed for 

determine the normal/abnormal trajectories of objects. 
The video data were automatically segmented to 
represent the objects’ trajectories. The prototypes of 
normal activities were trained from the training samples. 
The verifier could be constructed from the video data in 
various monitoring spaces. 
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(a) The input images. 

(b) The constructed background images. 

 

 

(c) The detected foreground objects. 

Figure 1: The background image construction and 
foreground object detection. 
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(a) (b) 

Figure 2: The training samples and the trained prototypes. 

 

 
(a) (b) (c) 

 
(d) (e) (f) 

Figure 3: The abnormal activities. 
 
 

  
(a) (b) 

Figure 4: The examples of trajectory prediction. 
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